GLOBAL SECTIONS OF EQUIVARIANT LINE BUNDLES
THE p-ADIC UPPER HALF PLANE

KONSTANTIN ARDAKOV AND SIMON WADSLEY

ABSTRACT. Let F be a finite extension of Qp, let Q be Drinfeld’s upper half-
plane over F and let G° the subgroup of GLx(F) consisting of elements whose
determinant has norm 1. Let % be a torsion G%-equivariant line bundle with
connection on Qp. We show that the strong dual of .Z(QF) is an admissible
locally F-analytic representation of G® of topological length at most 2. It
is topologically irreducible if and only if the underlying connection on .Z is
non-trivial. We give an explicit formula for the length of the strong dual of
the space of globally-defined rigid analytic functions on a G%-equivariant finite
étale rigid analytic covering of Qp with abelian Galois group as an admissible
locally F-analytic representation of GU.
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1. INTRODUCTION

1.1. Main results. Let p be a prime number, let F' be a finite field extension of
Q, with residue field kp of size ¢ and let K be a complete discretely valued field
extension of F. For any rigid F-analytic variety X, we denote by X := K xp X
its base-change to a rigid K-analytic variety. Let Qp be the rigid F-analytic p-
adic upper half plane and let G° denote the group of 2 x 2 matrices with entries
in F whose determinant has absolute value 1. In [§] the authors classified torsion
GC-equivariant line bundles with connection on Q := Qp xz K. As explained
there, this was motivated by wanting to understand the first covering in Drinfeld’s
tower. In this paper we seek to understand the global sections of these line bundles
as modules over the locally F-analytic distribution algebra D(G°, K) of G°, or
equivalently by [44] p.176, Definition] and [43, Corollary 3.3], the strong duals of
these global sections as locally F-analytic representations of G°.

Theorem A. Let .Z be a torsion G%-equivariant line bundle with connection on
Q. Then Z(9) is a coadmissible D(G?, K )-module of length at most 2. Moreover
Z(9) is topologically irreducible as a D(G?, K)-module if and only if the underlying
connection on .Z is non-trivial.

Let C denote a complete and algebraically closed field extension of K. Theorem
[A] has the following consequence.

Corollary B. Let f : X — Q be a G%-equivariant finite étale rigid K-analytic
covering of €2, with abelian Galois group I' of exponent e, where we assume that
K contains a primitive e-th root of unity. Let H be a closed subgroup of G® that
contains an open subgroup of SLy(F). Then O(X) is a coadmissible D(H, K)-
module, whose length is given by

Cpemx) (O(X)) = [T + [H\P'(F)| - |mo(Xc)|-

Following [8] Introduction] we write X1 := M; X, €2, defined with respect to
some inclusion 2 < M into the level-zero Rapoport-Zink space My, so that for a
suitable choice of the ground field K, ¥ is a G%-equivariant F;z—Galois covering of 2
arising in Drinfeld’s tower. It follows from Corollary B that O(X;) is a coadmissible
D(GY, K)-module of length ¢? + ¢ — 2. We note in passing that the coadmissibility
part of this statement was already addressed by Patel, Schmidt and Strauch in [38§].

1.2. Summary of this paper.
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1.2.1. Chapter 2. We consider the rigid analytic affine line A equipped with a fixed
local coordinate . We view the K-algebra ﬁ(A) of infinite-order differential op-
erators on A that was introduced in [7] as a ‘rigid analytic quantisation’ of the
cotangent bundle 7*A. The choice of coordinate x on A gives us a coordinate (z,y)
on T*A =2 A%, and we study various completions of ﬁ(A) For every affinoid subdo-
main X of A, we consider the ‘affinoid box’ X x {|y| < r} C T*A and we show that
provided the positive real number r is big enough (depending on X) we can define
a completion D, (X) of ﬁ(A) which we regard as a ‘rigid analytic quantisation® of
this box: D,.(X) is isomorphic to O(X x {|y| < r}) as a Banach O(X)-module. We
show that this construction, as well as its overconvergent version D], satisfies an
analogue of Tate’s Acyclicity Theorem - see Theorem [2.:3.10] With an eye on the
applications in later chapters, we also consider certain ‘twisting-automorphisms’
0.,q of the algebra of finite-order differential operators D(X) that are morally given
by the conjugation by a d-th root of a unit v € O(X), and we show in Theorem
that these automorphisms extend to D,.(X) whenever d is coprime to p.

1.2.2. Chapter 3. In this more technical section, we establish Noetherianity of the
rings D,.(X) at Corollary We show in Theorem that D,.(Y) is (ab-
stractly) flat as a D,.(X )-module on both sides whenever Y is an affinoid subdomain
X such that both D,(X) and D,(Y) are well-defined. We also show in Theorem
that D,.(X) is (abstractly) flat as a Ds(X)-module whenever s > r. These
results further support the ‘rigid-analytic quantisation’ intuition: more general pre-
cise conjectures in the direction of this philosophy can be found at [20, Chapter 5].
The proofs in Chapter 3 borrow heavily from the earlier work of Berthelot [13].

1.2.3. Chapter 4. Here we begin to study in earnest the torsion line bundles with
connection . on the upper half plane Q. Write D and wD for the two closed
subdiscs of P! of radius 1, centred at 0 and oo respectively. With an eye on the rigid-
analytic Beilinson-Bernstein theorem [9], we view the two-element affinoid covering
{D,wD} of the projective line P! as fundamental. Our approach is therefore to first
restrict these line bundles to what we call the ‘local Drinfeld space’ T := DN{2, and
then to study their further restrictions to the affinoid subdomains Y, of D obtained
by removing from D all open discs of radius |7’%| centred at the F-rational points,
simultaneously for all n > 0. Since {Y, : n > 0} forms an admissible affinoid
open covering of T, no information about . is lost in this way. Actually, we study
the sections of .Z on T, that overconverge into those holes of T,, that are wholly
contained within . These sections form a sheaf .%,, on T that could reasonably
be viewed as a ‘truncation’ of .Z.

Logically, our first major result of Chapter 4 is Theorem [£.3.7] which ensures that
the torsion overconvergent line bundle with connection .Z, is algebraic: assuming
that the order d of .Z in PicCon(Y) is coprime to p, we show that for any fixed
(finite) set S,, of coset representatives for 7r2+1(9 r in Op, there is a rational function
u, with zeroes and poles contained in S, such that %, can be extended as a
D-module to a d-torsion line bundle with connection M(S,,,u,,d) on D that is
generated as an O-module by a d-th root of u,, and has singularities in S,, only.

In we perform a more general study of the line bundles with connection
M(S,u,d) on the affine line that are generated as an O-module by wi and have
singularities constrained to a finite set S. Again, assuming that d is coprime to p,
we show in Theorem that the corresponding subsheaf M(S, u, d)¢; of sections
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of M(S,u,d) overconverging into the open discs of radius ¢ centred at the finite set
of (possible) singularities S of M(S,u,d) is in fact finitely presented as a module
over the appropriate sheaf of infinite order differential operators ’D; , that was
introduced earlier on in Chapter 2. More precisely, we recall a certain well-known
order-one differential operator R(u,d) at Definition [£.2.10(b), and show that the
well-known classical presentation D/D - R(u, d) for the algebraic-D-module version
of M(S,u,d) in fact induces ‘the same’ presentation of M(S,u,d)y; as a D;/t—
module: M(S,u,d)g; = DL /DL, - R(u,d).

We conclude Chapter 4 by applying methods of Berthelot in §4.4]— notably, his
theory of Frobenius descent — to show that the simplest possible examples of the
cyclic one-relator Df -modules of this form, namely those where the relator R(u, d)
equals 0, — A for some scalar A, are in fact irreducible for generic values of .

1.2.4. Chapter 5. Returning to the truncation %, to T, of our line bundle with
connection . on Y, Theorem [£.3.7 and Theorem [£.2.21] give us a presentation

(1) L 2 D) D R, d)

for a certain rational function u,,: here &, is a convenient abbreviation for the sheaf
of infinite-order differential operators D; i—_— that is of relevance when studying
T, and .%,. Chapter 5 forms the core of our paper: we investigate what happens
with these presentations as we begin to vary the parameter n. Since for any affinoid
subdomain X of D, the inverse limit of the rings 2,,(X) over all sufficiently large n
can be shown to be isomorphic to the algebra ﬁ(X ) from [7] — see Corollary
— one may wonder, writing j : T < D to denote the open inclusion, whether j..Z
is in fact a coadmissible D-module on D in the sense of [7]. Although we cannot
rule this out, we believe this not to be the case, the main reason being that the
divisors div(u,) of the rational functions w, grow without bound in complexity as
n increases: consequently, the characteristic cycles of the algebraic approximations
D/DR(up,d) to £ grow without bound with n as well. In fact, one can use
Berthelot—Abe’s characteristic cycles from [14] and [2] to show that the natural
comparison map
(2) D @ Loy1 —> L

D1
is in fact not an isomorphism.

In this situation, the underlying equivariance of the line bundle .Z comes to the
rescue. Let I denote the ITwahori subgroup: it is of interest to us as it maps onto
the stabiliser of D in GLa(F) under the natural Mobius action of GLa(F) on P
Under the assumption that . is I-equivariant, the action of Z,, on the truncated
line bundles .%,, naturally extends to the (rather large) skew-group ring Z,, xI. We
show in Theorem that that sufficiently small open subgroups I, 1 of I act on
%, through certain infinite-order differential operators contained in the unit group
of 2, this is done as a consequence of the contents of where we show that
the natural action of elements g € GL2(K) on rigid analytic functions by Mé&bius
transformations can in fact be expressed using certain infinite-order differential
operators ((g) € 2, provided g is sufficiently close to 1: see Proposition
for a more precise statement. Consequently, the action of &, x I on %, factors
through a particular crossed product 2, xy, ., I of 2,, with I/I,,;,. These crossed
products are of relevance to us for two reasons: firstly, they are more manageable
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than the skew-group ring %,, x I as the group I/1I,,11 is finite, and secondly, for any
affinoid subdomain X of I, the inverse limit of the crossed products %,,(X) xp, ,, I
over all sufficiently large n is naturally isomorphic to the completed skew-group
ring 6(X ,I) that underpins the definition of coadmissible equivariant D-modules

given in [9] — see Corollary

With these crossed products acting on .%,, we have the natural comparison map

(3) D X 1 ® L1 — L.
Ing1 D1 X 1
In+2
In §5.1] we explain how to work with the complicated-looking tensor product ap-
pearing on the left hand side: we show in Theorem that it is isomorphic to

a particular quotient of the Z,,-module %,, ® %11 appearing in 1) above. In
@n+1

fact, we explain how the operators 5(g) from Definition give rise to a certain
left 2,,-linear action of the finite group I, 4+1/I12 on 9, ® %£,41 that we call the

n+1
‘secret action’: the left hand side of can then be identified with the Z,,-module

of coinvariants of 2,, ® %41 under this secret action.
D1

The main result of Chapter 5 is then Theorem [5.3.16] which (essentially) says
that the comparison map is always an isomorphism.

1.2.5. Chapter 6. Here we give a proof of Theorem Working locally on D, at
the end of We reduce the problem to showing that the comparison map is an
isomorphism upon restriction to a particular affinoid subdomain W, ,, contained in
a closed disc of radius |7z|" centred at some a € O — see Theorem Some
further work reduces us further to the case where n = 0 and where the algebraic
approximations to .} and %, given by take a particularly simple explicit form
— see Theorem Sections and are devoted to the calculation of the
characteristic cycles of 2y ®¢, £ and %, building on the work of Abe [2], where
it becomes apparent that the cycle of 2y ®g, £ is larger than that of .%5. An
abstract criterion given by Theorem [5.1.11| then provides three conditions that we
must verify in order to deduce Theorem [5.3.12] The last two of these are relatively
straightforward, however the first one, namely the non-triviality of the secret action,
turns out to be surprisingly difficult to check. Arguing by contradiction and working
with some microlocalisation of Z,,, we show in §6.3] that the triviality of this secret
action would imply that a certain p-adic differential equation would have a rigid
analytic solution (¢ everywhere on W, ,,. We find an explicit local formal solution
of this differential equation at Proposition Looking at the growth rate of
the p-adic valuations of the Taylor coefficients of this solution then provides the
required contradiction — see Theorem [6.3.18] This relies on detailed estimates of
p-adic valuations of certain binomial coefficients, which we perform in §6.4]

1.2.6. Chapter 7. Here we draw everything together and invoke the results of [9] by
the first author to establish Theorem A and Corollary B. In §7.1] and §7.2) we carry
out the necessary preliminary work to establish Corollary [7.2.9] that was mentioned
above. In we crucially use Theorem together with the elementary fact
that j,.& = <h_m %, as an [-equivariant locally Fréchet D-module on D to establish

that j..Z € Cp,r in Theorem It is interesting to point out that for this local
coadmissibility statement, we do not need to use the action of the entire Iwahori
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subgroup I on £ we are able to show that j..Z € Cp,; for any closed subgroup
J of I that contains an open subgroup of the ‘translation subgroup’ <(1) ]1?) of

GLo(F). In §7.4] we globalise the material in from D to P! and apply the
equivariant Beilinson-Bernstein Localisation Theorem — Theorem[7.4.8]— to prove
the coadmissibility assertion on .Z(Q) in Theorem A. Along the way we apply the
local irreducibility results from §4.4] to establish Theorem [7.4.7] which deals with
those .Z in Theorem A that are non-trivial as line bundles with connection. Finally,
in we treat the case of the trivial line bundle with connection Og. We use the
Induction Equivalence and the equivariant Kashiwara equivalence from [5] to show
that the pushforward of Ogq to P! is a coadmissible G°-equivariant D-module on
P! of length 2, and use this to deduce Theorem A together with Corollary B.

1.3. Conventions and Notation. F' will denote a finite extension of Q, with
ring of integers Op, uniformiser 7 and residue field kg of order q. K will denote
a field containing F' that is complete with respect to a non-archimedean norm | - |
such that |p| = 1/p. We will write:

V/|K*| to denote the divisible subgroup of R* generated by |K*|,
K° :={a € K : |a| < 1} for the valuation ring of K,

K°°:={a € K : |a|] < 1} for the maximal ideal of K°,

K for a fixed algebraic closure of K, and

C for the completion of K.

Note that /| K*| = ‘?X
A K-Banach space will be a K-vector space V equipped with a norm | - | com-

patible with the norm on K. A morphism of Banach spaces T: V — W will be
a bounded linear map from V to W and ||T|| will denote the operator norm of

T: ||T|| = supyeyro % Thus a K-Banach algebra A will be a K-Banach space
equipped with an associative unital multiplication map A x A — A that is bounded:
there is a constant C' such that |ab| < Clal|b| for all a,b € A.

Given a K-Banach space V' we will write B(V') to denote the Banach algebra of
endomorphisms of V' equipped with the operator norm. Following [30, Definition

6.1.3] the spectral radius of T € B(V') is defined to be
1 ky(1/k
[ Tlsp,v := lim [|T%[]/F.

When V and W are K-Banach spaces we recall [41] §17] that the tensor product
norm on V @ W is given by

|u| = inf {121?<xr|vi|wi tu = z;m ®w;,v; € V,w; € W}

and that V@KV is the completion of V ® g W with respect to this norm. When we
write V@ W or V®W unadorned we will always mean tensor product or completed
tensor product over K.

Let X be a rigid K-analytic variety. When Y is a subset X, we will say that Y
is an affinoid subdomain of X to mean that Y is an admissible open subspace of X,
itself isomorphic to an affinoid K-variety. When X itself happens to be a K-affinoid
variety, this agrees by [I7, Corollary 8.2.1/4] with the standard definition found at
[I7, Definition 7.2.2/2]. We will write
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| - |x to denote the (power-multiplicative) supremum seminorm on X,
0(X)® :={f € O(X) : [f|x <1},
O(X)°:={feO0X):|flx <1}, and
O(X)** :=14 O(X)°°, the subgroup of small units in O(X)*.

When X is a K-affinoid variety, go,. .., g, € O(X) generate the unit ideal, and
r € \/]K|* we will write X (rg1/go,...,7gn/go) to denote the rational subdomain
of X given by

X(rgi/go,---,rgn/g90) :=A{x € X | rlgi(x)| < |go(2)| for i =1,...,n}
c.f. 21, Example 2.1.9]. We note that when a € K*,

X(lalgi/go,---,lalgn/g0) = X((ag1)/go; - - - (agn)/g0)-

When X is a smooth rigid analytic variety over K we may form the tangent sheaf
Tx which together with its identity map forms a Lie algebroid on X. The sheaf of
enveloping algebras Dx of (finite order) differential operators is given on affinoid
subdomains Y of X by the enveloping algebra U(Tx(Y)). See [7] for more details.
As in [8, Definition 3.1], PicCon(X) will denote the group of the isomorphism
classes of line bundles with flat connection on X with the group operation given by
tensor product and Con(X) will denote the subgroup of PicCon(X) consisting of
isomorphism classes of line bundles with flat connection on X that are trivial after
forgetting the connection.

We will write A := Ag = AY™ to denote the rigid K-analytic affine line,
equipped with a fixed choice of local coordinate x € O(A) and D to denote the unit
disc Sp K{(x) in A with respect to this coordinate. We write P! to denote the rigid
K-analytic projective line.

We recall [8, §4.1] that a K -cheese is an affinoid subdomain of A of the form

SpK<x_a0, . Sg>

so x—a1’  x—a

for some ap,...,0q € K and sg,...,5, € K* satisfying certain conditions. An
affinoid subdomain of A splits over a finite field extension K'/K if X/ is a finite
union of pairwise disjoint K'-cheeses. Every affinoid subdomain of A splits for some
finite extension K’/K by [8, Theorem 4.1.8].
Let A be an abelian group and let d be a non-zero integer. We will write
o Ald] = {a € A| da =0} to denote the d-torsion subgroup of A,
o A[p'] :=U(a,p)=1 Ald] to denote the prime-to-p torsion subgroup of A,
o Alp™]:=|JpZi A[p"] to denote the p-power torsion subgroup of A.
Let a group G act on a set X. We will write

e G, :={g € G: gx = x} for the stabilizer of a point € X, and
e X¢ :={r€ X :gx=uxforall g€ G} for the set of elements fixed by G.
It will be convenient to define w = p_fjlf1 € Ry and ¢ := { ; gg i ;’

2. SHEAVES OF COMPLETED DIFFERENTIAL OPERATORS

2.1. Skew-Ore and skew-Laurent extensions. We recall [25] p27] that if A is
a ring and §: A — A is a derivation, then one can form the skew-Ore extension
A[T; 6] which is an over-ring of A that as a left A-module is free on the symbols
{T?|i > 0} and satisfies Ta—aT = §(a) for all a € A and T'T7 = T+ for i, j > 0.
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We recall that A[T’; ] satisfies a natural looking universal property.

Proposition 2.1.1. ([25, Exercise 2F]) For every ring homomorphism ¢: A — B
and element b € B such that bp(a) — ¢(a)b = ¢(6(a)) for all @ € A, there is a unique
ring homomorphism ¢ : A[T; §] — B such that |4 = ¢ and (T") = b.

We wish to form a kind of skew-Laurent-polynomial ring A[T, T~1; §] by formally
inverting T" in A[T'; 6] and also understand its subring generated by A and 7. This
is not possible in general but we will see that it is possible if § is locally nilpotent;
i.e. for each a € A there is n > 0 such that 6™ (a) = 0. The first step is to prove that
the set {T™ | n > 0} satisfies the Ore condition (both left and the right versions)
under this locally nilpotent hypothesis.

We recall a criterion for a multiplicatively closed subset of a ring to satisfy Ore’s
condition.

Proposition 2.1.2. (|23, p457]) If S is a multiplicatively closed subset of a ring A
such that ad(s) is locally nilpotent for all s € S then S satisfies both the left and
right Ore conditions.

Lemma 2.1.3. If s,t € A such that ad(s) and ad(t) are both locally nilpotent and
st = ts then ad(st) is locally nilpotent.

Proof. If we write [;: A — A to denote left multiplication by @ and r;: A — A to
denote right multiplication by ¢ then for a € A

ad(st)(a) = sta — ast = (sta — sat) + (sat — ast) =l 0 ad(t)(a) + r¢ o ad(s)(a).
Thus since ad(s), s, and ad(t) all commute
d t n — l’L n—u d t K3 d n—1
(ad(st)) ;(i>srt ad(t)" ad(s)

and it is follows easily from the local nilpotence of ad(s) and ad(t) that ad(st) is
locally nilpotent. O

Corollary 2.1.4. If 6: A — A is a locally nilpotent derivation then {T™ | n > 0}
is a left and right Ore set in A[T; d].

Proof. By Proposition it suffices to show that ad(7™) acts locally nilpotently
on A[T}; 4] and by Lemma this can be reduced to the case n = 1.

But
ad(T) (Z aiTi> => 6(ai)T’
i=0 1=0

so local nilpotence of ad(T") on A[T'; 0] is a straightforward consequence of the local
nilpotence of § on A. O

Notation 2.1.5. For § a locally nilpotent derivation of A we write A[T,T~!;4] to
denote the localisation of A[T';d] at the Ore set {T™ | n > 0}.

We can perform the following calculation in A[T,T~1;4]:

Lemma 2.1.6. Foreach a € A, T 'a = Y (—=1)"6"(a)T " 1.

n=0
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Proof. First note that the right-hand side always makes sense because ¢ is locally
nilpotent. Since T is a unit in A[T,T~1;§] it thus suffices to show that

(Y (-)"(@T " | =a

n=0

But 76" (a) = §"(a)T + 6" (a) so

T( Y (D" @r " | = Y ()" ()T " + " (a)T ")

n=0 n=0

= a+ Y (D" + (- e (@)
n>=0

= a O

It follows immediately that the subring of A[T,T~!;§] generated by A and T—*
is the (free) left A-submodule of A[T,T~1;§] on the set {T~" | n > 0}.

Definition 2.1.7. For § a locally nilpotent derivation of A we write A[T~1;6] to
denote the subring of A[T,T~!;§] generated by A and T~ 1.

This algebra satisfies the following universal property.

Proposition 2.1.8. Let f: A — B be a ring homomorphism and let ¢ be a locally
nilpotent derivation of A. Suppose that b € B is such that

bf(a) = (=1)"f(5™(a))b"" forall ac A.

n=0
Then there is a unique ring homomorphism
g: A[T™ %6 — B
extending f such that g(T~!) = b.

Proof. Given a pair (f,b) as in the statement, we define g : A[T~1;8] — B by

g Z a, ™™ | = Zf(an)b" for all a, € A.

n=0

It suffices to prove that this is a ring homomorphism. Since for a € A and m > 0,

g(TtaT™™) = ¢ Z(—l)"(s”(a)T*”*l*m
n=0
= D (=N FE @)t
n>=0
= bf(a)b™,

we see that g(T~taT~™) = g(T~1)g(aT~™). An easy induction argument together
with left A-linearity of g shows that g respects multiplication. O
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2.2. Skew-Laurent and skew-Tate algebras. We recall from §2.1] that for a
ring A and a derivation §: A — A one can form the skew-Ore extension A[0;J].
As noted previously, the set {0™ | n > 0} is not an Ore set in A[J;d] in general
so we cannot form a Laurent polynomial-style ring extension A[d,9~1; 4] of A[d;4];
though by Corollary this is possible when § is locally nilpotent. In this section
we will show that when A is a K-Banach algebra and § is topologically nilpotent in
a suitable sense we can form certain completed versions of A[9;d] and A[9,071; 4]
that are K-Banach algebras. These will satisfy suitable analogues of Proposition
2.1.1] In the case where A = O(X) is the K-affinoid algebra of rigid analytic
functions on a K-affinoid variety X, we might think of O(X)(d/r,s/9) as being
the algebra of ‘rigid analytic functions on a non-commutative annulus over X', and
we refer the reader to Schneider’s Appendix in [49] for some related constructions.

Let r > s denote arbitrary positive real numbers; frequently it will be convenient
to restrict our attention to only those r and s lying in +/|K*|.

Definition 2.2.1. Let A be a K-Banach space and let 0 be a formal variable. We
define

AQ)r,s/0) == > a;0 € [JAY : lim |a;|t/ =0if s <t<r
, , |5]—o00
JEZ JEZ

and give it the norm

E a;07| ;== sup sup|a;|t’.
jez s<tLr JEZ

Of course this norm can be written in the somewhat less symmetric form

(4) Zajaj = max {sup la;|r, sup ajsj} .

jez 320 7<0

Note that A{9/r,s/d) becomes K-Banach space when equipped with this norm.
We will now explain how to give it the structure of an associative non-commutative
K-Banach algebra.

Lemma 2.2.2. Let A be a K-Banach algebra and let § € B(A) be such that
|0]sp,a < s.
Let u,v € A{D/r,s/d).
(a) For each k € Z, the following limit exists in A:
1 M .
(5) wip v = lim i;j u; lm 7;) (7;) 0" (Vk—itm)-
(b) There is a constant C' > 0 depending only on A and ¢ such that

sup [u g v|th < C-Ju|-|v| forall te[s,r].
kEZ

(c) For all t € [s,7], |u*x v[tF — 0 as |k| — oco.
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Proof. (a) and (b). We can find C; such that |ab] < Cilal[b] for all a,b € A; let
Cy = sup ||6°]|/s* < oc. Fix k,i € Z and t € [s,r]. Then for all m > 0,
£20

Cr - fual - (18] - [k —im] - t*
Cl . |Ui|ti . CQ . |’Uk,i+m‘tk7i+m

U; (111) (Sm(’l)k,ier) . tk

<
6 ~
(6) -
which tends to 0 as m — oo because v € A(9/r,s/9). Therefore the inner series in
the definition of w %, v converges to an element (u *j v); € A, such that

[(wrg, )i - 85 < Cr - fuglt? - Ca - Jol.

Since |u;|t" — 0 as |i| — oo because u € A(9/r, s/d), we see that the partial sums
I
> (u*p v); converge to an element u %, v € A as |i| — oo, which satisfies

i==1

lu s, v[th < Cy - Jul - [v] - O

We may therefore take C' := C1Cs.
(c) Let € > 0 be given, and choose positive integers I, M and J such that

o |ultt < TiCaTe) Whenever [i| > I,

o ||0™|/s™ < CiTur o) Whenever m > M, and
o |u;|ri < GicoTa Whenever l7] > J.
Now suppose that |k| > T+ M + J.
Firstly, if |i| > I, then using @ we see that

€
0" (Vg—g <Ol ——— Oy v =€
‘“z (Uk z+m)| 1 0102|v| 2 |U| €
Next, if m > M then again using @ we have
€
0™ (Vg—g th< Oy fu s =—— -y =
|ul (Uk l+m>| 1 |u| 01|UHU| |U| €

Finally if |i| < I and m < M, then since |i| +m + |k —i+m| > k| > T+ M + J,
we must have [k — i +m| > J and so (6] gives

€
|ui(5m(vk,i+m)\ -tk <(Cy- |u| -Cy -

CiCalu] ~— ©
We conclude that in all cases, we have the inequality
|u*p v[t" < e whenever |k|>T+J+ M
and part (c) follows. O

Definition 2.2.3. Let A be a K-Banach algebra and let § : A — A be a bounded
K-linear derivation such that |d|sp 4 < s. We define the star product of two elements
u,v € A(0/r,s/0) to be
UK vi= Z(u s )0
kEZ

It is not hard to see that this star product gives a K-bilinear map £ x £ — &
where £ := A(J/r, s/d). Our next task will be to show that this star product on £ is
associative. Because § : A — A is a derivation we have at our disposal the skew-Ore
extension A[0;d]. Its associated graded ring with respect to the filtration Fy A[0; 0]
by degree in 9 is the polynomial ring A[y] where y = gr d is the principal symbol of
0; we now consider the classical algebraic microlocalisation @ := Qg A[0, 0], where
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S i=U2 (0™ + F,,_1A[0D, d]); see, for example, [I1], §3]. By construction, this is an
associative ring (@, -) equipped with a complete and exhaustive Z-filtration, whose
associated graded ring is Ay, y~!]. In this way, we can identify Q with the following
set of formal Laurent power series:

Q = A[[07 ][9] := {Zaka’f cap =0 forall k>> 0} .

kEZ

The ring @, as well as the A-module &£, both contain the A-submodule A[d, 971
whose elements are finite A-linear combinations of integer powers of the formal
symbol 0. Also, note that @ and £ are both contained in the large A-module of all

bi-directional power series P := [] ADF.
keZ

Lemma 2.2.4. Foralln€Z anda € A, 9+ (0" xa) = 0" xa.
Proof. A direct computation using Definition gives that
- n
7 0" xa= 5" *(a)d".
@ o= 30 ()

Thus, since (Q, -) is associative and 9 -a = d(a) + a0 is the defining property of the
skew-Ore extension A[d; 4], we can further compute

9. (0" xa) = a-(i (n”k>5"—k(a)ak>

k=—oc0

_ i (n i k) 5n—k+1(a)ak + i (n i k) 5n—k(a)ak+1

k=—oc0 k=—o0

n+1
CE () o))
k=—o0

n+1

_ n+1 ntl—k( \ak

- 5 ()t
k=—oc0

= MMxa

as required. O

Lemma 2.2.5. We have u-v =uxv in P for all u,v € A[9,07!].

Proof. First we note that for « € A and n € Z an easy computation gives that
(au) * (VO™) =a - (uxv)- O™

Next, using the Z-bilinearity of both products we may reduce to the case u = ad"
and v = b3 with a,b € Aand n,n’ € Z. Then uxv = (ad”)*(bd" ) = a-(0"xb)-O"
so as - is associative we may further reduce to the case a = 1 and n’ = 0. So, it
remains to prove that

O"-b=0"xb forall neZ and be A.
When n > 0 we can verify this directly by induction on n using Lemma and
associativity of (Q,-):

O xb=0-(0"xb)=0-0"-b=0"T"b.
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We also prove the case n < 0 by induction, this time on —n. Suppose inductively
that 9™ - b = 9™ x b. Then using Lemma [2.2.4] we have

8'(6n_1*b):6n*b:a'(a_1'(8”*())):8-(6”_1-@.

Now 0"~!-b € Q and "' xb € Q by equation (7). Since 9 is a unit in the
associative ring (Q,-), we conclude that 9"~%-b = 9"! xb. 0

Theorem 2.2.6. Suppose that A is a K-Banach algebra and that 6 € B(A) is
a derivation such that |§]sp 4 < s. Then A(d/r,s/0) becomes an associative K-
Banach algebra when equipped with the star product *.

Proof. We have to show that the star product * on £ := A(9/r, s/9) is associative.

Using Lemma [2.2.5, we see that the two possible P = ] AdF-valued multiplica-
keZ
tions on A[0,07'] C Q N & coincide in the sense that the diagram

T

Alo,071)?
is commutative. Because (Q,-) is an associative ring, the associator ® : £ — &

must vanish on A[9,071]3. Since A[D,07!] is dense in £ and ® is continuous, we
conclude that & must be identically zero. (I

Because of Lemma and Theorem we will now drop the symbol x
and simply write ab to denote the product in the associative skew-Laurent algebra
A(0/r,s/0). Next, we establish a universal property for this algebra.

Proposition 2.2.7. Suppose that A, § and 0 < s < r are as in Theorem Let
B be a K-Banach algebra, let §: A — B is a K-Banach algebra homomorphism
and b € B. Then the following are equivalent:

(a) the map ¢ : A — B extends to a K-Banach algebra homomorphism
A(0/r,s/0) — B which sends 0 to b;
(b) () be B*,
(ii) b0(a) — O(a)b = 0(d(a)) for all a € A,
(iii) sup [b™]/r™ < oo and sup [b"]/s™ < oo.
n=0 n<0
Proof. (a) = (b). Let C := A{(d/r,s/d) and suppose that ¢ : C — B is a bounded
K-algebra homomorphism that extends 6 and that sends 0 to b. The first two
conditions hold because 9 € C* and da — ad = §(a) holds for all a € A.

For the last condition: since 8 : C' — B is bounded, there is a constant L such
that |6(c)| < Llc| for all ¢ € C. Hence [b"| = [8(0™)| < L|9"| for all n € Z. By
Definition we get |b"| < Lr™ for all n > 0 and [b"] < Ls™ for all n < 0.

(b) = (a ) Note first that b™ makes sense for all n € Z by condition (i). Choose
constants M, D > 0 such that [0(a)| < M|a| for all @ € A and |b1ba| < D|b1]|b2]
for all by,by € B; then for all @ € A and all n € Z we have |0(a)b™| < M D|a||b"|.
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Using (iii), choose L > 0 such that [b"| < Lr™ for all n > 0 and |b™| < Ls™ for all

n < 0. Then for any > a,0" € C we have
nez

n LMD\ay,|r™ for all n =0,
(8) 10(an)b"] < { LMDla,|s"  forall n<0.

Since |an|r™ — 0 as n — +oo and |a,|s™ — 0 as n — —oo by Definition we
obtain |6(a,)b™| — 0 as |n| — co. So, we can define a map ¢ : C' — B by setting

@ (Z a,ﬁ”) = ZG(an)b” for any Zanﬁ'” eC.

nez nez nez

It is easy to check that ¢ is K-linear. Using and , we see that for all
> a,0" € C we have

|l

nez

< LM D max{sup |a,|r",sup |a,|s"} = LMD
n2=0 n<0

Z a, 0"

nez

Thus ¢ is a bounded K-linear map which satisfies ||¢|| < LM D.

To see that ¢ is a ring homomorphism, by its continuity and K-linearity it suffices
to verify that ¢(0"a) = ¢(0™)é(a) for all n in Z. By induction on n we can reduce
to the cases n = £1. The case n = 1 is immediate from condition (iii). For the
case n = —1, we know from Lemma together with equation that

-1 _ -1 m —m—1
0 'a= Z (m 0" (a)0 .
m>=0
Since () = (—1)™ we must prove that b=*0(a) = 3 (—1)™8(6™(a))b~™ L.
m=0
Since b is a unit in B it suffices to prove that 6(a) = > (—=1)"b8(6™(a))b~" 1.

m=0
But, by condition (iii), the right-hand side of this formula is

Do (=1 (B8 (@)b ™ + 68 (a))b ™).

m=0
We can now see that this sum telescopes down to 6(a). (]
We will now discuss the skew-Tate algebra A{J/r).

Definition 2.2.8. Let A be a K-Banach space and let 0 be a formal variable. We
define the Skew-Tate algebra

— .5J R pd —
A(d)r) = {Zaja € A[[0]] + Jim_la|r’ = o}
=0
and give it the norm
Zaj(f?j := sup |a;|r.
= 320
Again, A(9/r) is a K-Banach space when equipped with this norm.
Lemma 2.2.9. Suppose that A and § are as in Theorem [2.2.6]
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(a) The natural map A(9/r) — A(9/r,s/d) is an isometric embedding of K-
Banach spaces with closed image.
(b) A(9/r) is closed under the star product in A(0/r, s/0).

Proof. (a) This is evident.

(b) We have to check that u *; v = 0 for any u,v € A{J/r) and any k < 0. Fix
m > 0 and consider the term (7;) 0™ (Vk—it+m) appearing in the definition of u *j v
in Lemma, a). If m > i then the binomial coefficient is zero, so suppose that
m < i. But then k —i+m < k <080 vg_itm =0 as v e A(9/r). O

When [|d]| < r and the norm on A satisfies |ab| = |a] - |b] for all a,b € A, it also
follows from the work of Pangalos — see [37, Proposition 2.1.2] — that A(9/r) is
an associative K-Banach algebra.

Lemma 2.2.10. Let B be another K-Banach algebra. Given a bounded K-Banach
algebra homomorphism f: A — B and an element b € B, the following are equiva-
lent.

(a) There is a bounded K-Banach algebra homomorphism g: A(9/r) — B
extending f such that ¢g(9) = b;
(b) (i) bf(a) — f(a)b = f((a)) for all a € A and

(ii) sup [b¢|/r* < oo.
£>0

=

Moreover when such a g exists it is unique.
Proof. (a) = (b). Since for all a € A, da — ad = §(a), we have
bf(a) = f(a)b = g(d)g(a) — g(a)g(9) = g(d(a)) = f(4(a)),
so (i) holds. Moreover, because |0| = r* in A(9/r) for all £ > 0,
lgll = 1g(@)|/r" = || /r® forall £ 0,

so (ii) holds.
(b) = (a) Let L := sup |b*|/r* and choose constants M, D > 0 such that |f(a)| <
£20

Mial for all a € A and |byba| < D|b1]||be| for all by, be € B.

By condition (i), together with the universal property of the skew-Ore exten-
sion A[T;§] — see Proposition — [ extends uniquely to a K-algebra map
h: A[T; 8] — B such that h(T) = b. We compute that for ag,...,a, € A

> flay
=0

> h(aT)
i=0
Thus, identifying A[T’; §] with its image in A(9/r) under the map ¢ in the proof
of Lemma we see that h is bounded with respect to the subspace norm on
A[T; 6] and so h extends uniquely to a bounded K-linear map g: A(J/r) — B.
Finally, consider the continuous map ¥: A(9/r) x A(9/r) — B given by

< Dsup(|f(ai)||bi|) < DM Lsup |ai|ri.
i>0 i>0

U(u,v) = g(uv) — g(u)g(v).

Since ¥ vanishes on the dense subset A[T), §] x A[T, 6] of its domain, it is identically
zero and so g is a K-algebra homomorphism. O

It turns out that the skew-Tate algebra A(9/r) admits a natural involution.
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Lemma 2.2.11. Let A be a K-Banach algebra and let § € B(A) be a derivation

such that [0|sp 4 < r. Then there is a bounded K-Banach algebra isomorphism
(=)" = A9/r) — A{@/r)°

such that a” =a for alla € A, 87 = -9 and (QT)T = Q for all Q € A(9/r).

Proof. We apply Lemma [2.2.10| with A = O(X), 6 = 8, € B(A), B := A(0/r)°?,

b= —-0and f: A — B the natural inclusion. Writing - for the product in the
K-Banach algebra B, we compute that for all a € A we have

b-f(a) = f(a) -b=a(=0) = (=0)a = [9, f(a)] = f(5(a)),

so the condition (b)(i) in Lemma holds. The condition (b)(ii) is clear since
1bY] = |(—=9)¥| = r* holds in B for all £ > 0 by the definition of the norm on B found
at Definition So by Lemma we obtain a bounded K-Banach algebra
homomorphism (—)7 : A(d/r) — B such that a’ = a for all a € A and §7 = —0.

It remains to check that this map is self-inverse. To this end, note that the map
(—)TT . A(0/r) — A(9/r) fixes A and O pointwise. Since it is also a bounded K-
Banach algebra homomorphism and since A and 0 generate a dense K-subalgebra
of A{(9/r), we see that (—)TT is the identity map on all of A(3/r). O

2.3. The sheaf on D, on 0, /r-admissible subdomains of A. In this section,
on we will be interested in affinoid subdomains of the rigid-analytic affine line A.
Let 0, denote the derivation di of O,.

Definition 2.3.1. Let X be an affinoid subdomain of A.

(a) We define the spectral radius of X to be r(X) := |0z|sp.0(x)-
(b) Let r € Rwo. We say that X is 9, /r-admissible if and only if

r>r(X).

We emphasise that this notion of spectral radius r(X) depends on the choice of
global vector field 0, on A, i.e. on the choice of coordinate z on A.

Proposition 2.3.2. Let X,Y be two affinoid subdomains of A. Then
r(XNY) < max{r(X),r(Y)}.
For any r € Ry, if X and Y are 0, /r-admissible, then so is X NY.

To prove this result, we will need the following elementary statements from p-adic
functional analysis that we were unable to find in the literature.

Proposition 2.3.3. Let V. W be two K-Banach spaces, let S : V — V and T :
W — W be bounded K-linear maps.

(a) Let U : VW — VW be the bounded K-linear map U := S®1 + 1&T.
|U|Sp,V®W < max{[Slsp,v, [T]sp,w }-
(b) Suppose that W < V' is closed and that T is the restriction of S to W. Let
S:V/W — V/W be the induced bounded K-linear map. Then
Slsp,vyw < |Slsp,v-

(¢) Suppose that K’ is a complete field extension of K and that V is of count-
able type. Let V' := VRK’ and let §” := S®1: V' — V'. Then

|Slsp.v = 15]sp,v-
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Proof. (a) Write s := |S|sp,yv and t := |T|sp,w. It follows from the definition of
spectral radius that there are real constants A, B > 1 such that
[S™(v)] < As™ and |T™(w)| < Bt" forall n>0,veV,weW.

Given v € V and w € W, we compute that

U™ (v; @ w;) = (i (;)Sm(@T"m) v W) ZSm ( >T” ™(w).
m=0

Hence, given an element u € V ® W, whenever we can write u = ;_; v; ® w; with
v; € V and w; € W, we can calculate that
Ur(w)] < max max [S™(v;)]- ()] T (wi)] <

S 1Ki<ro<m
< As™. Bt" m. max |v;||w;| =
1<ir

. . . n
AB lrgiaécrmﬂwl\ max{s,t}".

Taking the infimum over all ways of writing w in this form, and using the density
of V@ W in VW, we conclude that

U™ lyaw < ABmax{s,t}"

for all n > 0. Extracting n*"-roots and letting n — oo gives the result.

(b) Write s := |S|sp,v and choose a real number A > 1 such that ||S™|| < As™
for all n > 0. Then

<k — inf n < inf As" — A" )
1S" (v +W)lvw 1nW|S (v+ w)] Jnf As |v 4+ w] s"v + W]

We conclude that [|S"|| < As™ for all n > 0. Again, extracting n®-roots and letting
n — oo gives the result.

(c) Because V is of countable type, by [22], Proposition 1.2.1(3)] we can find a K-
Banach space isomorphism ¢ : co(K) — V. We identify co(K') with co(K)QK';
this gives us an induced isomorphism ¢’ : ¢o(K') = v given by ¢/ = @®1.
Let U : ¢y(K) = co(K) be the bounded K-linear endomorphism defined by U :=

“loSop,and let U’ : co(K') — co(K’) be defined by U’ = (¢')~1 OS”O<p’ Then
we can find positive real constants a, b, a’,b’ > 0 such that for all n > 0 we have

allU|| < 18" < Ol|U™]] and  a'[|U™[] < ||S™]] < VU™

This quickly implies that |S|spv = |Ulsp,co(x) and [S|sp, v = U |sp co (k7)-

Let {ej,es2,---} be the standard orthonormal basis for the K-Banach space
¢o(K); then it also forms an orthonormal basis for ¢g(K’) as a K’-Banach space.
Since 8’ = S®1 and ¢’ = p®1, we see that U’ = U®1, and we can calculate

U] = sup |[U"(em)| = sup U™ (em)| = ||U™]| forall n>0.

m=0

Hence |U| = |U'|sp,co(k7) and the result follows. O

sp,co(

Proof of Proposition[2.3.3. We can give O(X)®0O(Y) the structure of a K[d,]-
module by making 8, act by 8,®1 4 109, as in Proposition a). Then there
is a bounded surjective K[0,]-linear map

O(X)RO(Y) - O(X NY)
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induced by the map O(X) x O(Y) — O(X NY) that sends (f,g) to f|xnvglxny-
Since the kernel of this map is closed and J,-stable, by Proposition we have

r(XNY) = |0lspoxny)
< 0,01+ 1®a$|sp,0(x)®O(Y)
< max{|0:]sp,0(x) [0zlsp0(v) }
= max{r(X),rY)}.
The second statement is an easy consequence of the first. [

Definition 2.3.4. Let » € Ryo. The 9, /r-admissible G-topology on A has the
0, /r-admissible affinoids as its admissible sets, and finite coverings as its admissible
coverings. We denote this G-topology by A(d, /7).

It follows easily from Proposition that A(9,/r) is indeed a G-topology in
the sense of [I7, Definition 9.1.1/1].

Definition 2.3.5. For any affinoid subdomain X of A, let D,.(X) denote K-Banach
space O(X)(9/r) from Definition [2.2.8]

Proposition 2.3.6. Let Y C X be (9, /r)-admissible affinoid subsets of A.
(a) D,(X) carries an associative, unital K-Banach algebra structure.
(b) The function D,.(X) — D,(Y) that sends }" a,0" to 3" (an)yd" is a
n=0 0

n=

bounded homomorphism of K-Banach algebras.
Proof. Since r(X) < r, it follows from Definition a) that
lim [|04]|o(x)/r" = 0.
{—00

Now Lemma|2.2.9|gives the required associative, unital, K-Banach algebra structure
on D, (X) = O(X){d/r), proving part (a).

For part (b), we apply Lemmal[2.2.10|with A = O(X), B="D,(Y) andb=0 € B
to obtain a bounded K-algebra homomorphism D,.(X) — D,(Y) which extends the
restriction map O(X) — O(Y) and sends 0 € D,.(X) to 9 € D,.(Y). O

In this way, D, becomes a presheaf of K-Banach algebras on A(9,/r). Evidently,
we are thinking of D,.(X) as a particular Banach completion of the usual ring of
finite-order differential operators D(X) on X. The following Lemma makes this
more precise.

Lemma 2.3.7. There is an injective homomorphism j : D — D,. from the restric-
tion of D to A(9,/r) to D,. The image of j(X) is dense for all X € A(9,/r).

Proof. Let X € A(0,/r). Then D(X) is the skew-polynomial ring O(X)[9;dz];
this gives us an injective left O(X)-linear map j(X) : D(X) — D,(X) which sends
" € D(X) to " € D,(X) for all n > 0. Lemma [2.2.4] implies that j(X) is a ring
homomorphism. The image of j(X) is dense by the definition of D, (X), and it is
clear that the maps j(X) commute with the restriction maps in the (pre)sheaves
D and D,. O

Proposition 2.3.8. Suppose that r € 4/|K*|. Then D, is a sheaf of K-Banach
algebras on A(9, /r), with vanishing higher Cech cohomology.
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Proof. By Proposition 2.3.6] D, is a presheaf of K-Banach algebras on the G-
topology A(0,/r); here we regard it only as a presheaf of K-Banach spaces. Let
D, denote the closed disc of radius r: the condition we imposed on r ensures that
D, is a K-affinoid variety. Then for every X € A(9,/r), there is an isomorphism
of K-Banach spaces

D,(X) = O(X)(9/r) = O(X x D)

which is functorial in X. Let U := {X1,---, X,,} be a finite affinoid covering in
A(0;/r). Then because D, is itself an affinoid variety, V := {X; XD, - -+ , X;,, xD,.}
is a finite affinoid covering of X x D, so by Tate’s Acyclicity Theorem [22], Theorem
4.2.2], the natural map O(X x,.) — H°(V, ) is an isomorphism, and H7 (V, 0) =
0 for 7 > 0. The result follows. O

We will also need an overconvergent version of these definitions.

Definition 2.3.9. Let r € Ryy.
(a) An affinoid subdomain X of A is (9, /r)"-admissible if and only if

r>r(X).

(b) The (8, /r)t-admissible G-topology on A has the (9, /r)f-admissible affi-
noids as its admissible sets, and finite coverings as the admissible coverings.

(c) We denote this G-topology by A (9, /r).

(d) For each X € A(9,/r)!, we define

Di(X) := colim De(X).

Note that this colimit is computed in the category of associative unital K-
algebras. The connecting maps D.(X) — D.(X) appearing in this colimit are
all injective, so one should think of Df(X) as the union of the D,(X) as ¢ runs over
all real numbers strictly bigger than r.

Theorem 2.3.10. For any r € R+, D] is a sheaf of K-algebras on A(9,/r)" with
vanishing higher Cech cohomology.

Proof. Tt is clear from the definitions that A(9,/r)" C A(9./c) whenever ¢ > r.
Hence Df(X) is a K-algebra for every X € A(d,/r)" by Proposition m The
restriction maps in D] respect the K-algebra structure, so D] is a presheaf of K-
algebras on A(9,/r)T. We can find a decreasing sequence co > ¢; > --- in /[K*|
converging to r from above, so that as presheaves on A(9,/r)" we have
D = colim D, .
n—oo

The sheaf property and the vanishing of higher Cech cohomology of D} now follow
from Corollary and the exactness of direct limits. O

For future use, we record here how the functors D, and D] behave with respect
to finite base change of the ground field. We leave the easy proof to the reader.

Lemma 2.3.11. Let X be an affinoid subdomain of A and let K’ be a finite field
extension of K.

(a) For all r > r(X), D (X

D, (X) ® K’ as K'-Banach algebras.
(b) For all r > r(X), Di(X

)= D,
)= DIH(X)® K" as K'-algebras.

K’
K’
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The sheaf of rings D,. acts naturally on O; more precisely, we have the following
Lemma which will be frequently useful in performing explicit calculations.
Lemma 2.3.12. Let » > 0 and X € A(9,/r).

(a) The natural action of D(X) on O(X) induces a bounded K-algebra map
or: D (X) = B(O(X))
such that o,(a)(b) = ab for all a,b € O(X), and 0,(9) = 0,.

(b) The map o, is injective.

Proof. (a) The map o, : O(X) — B(O(X)) which sends a € O(X) to the operator

of multiplication by a is a bounded K-algebra homomorphism. Definition [2.3.1

directly implies that ||0¥||o(x)/r* — 0 as k — co. Hence sup ||0%||o(x) /" < oo,
£20

so by Lemma [2.2.10} o, extends uniquely to a bounded K-algebra homomorphism
or: Dp(X) = O(X)(9/ry — B(O(X)) with the required properties.

(b) Suppose that Q = 3", ~0a,0" € D.(X) with a, € O(X) not all zero. Let
m > 0 be least such that a,, # 0. Then 2™ € O(X) and

oy Z an 0" | (™) = mlay,.

n=0

Therefore Q ¢ ker o, and o, is injective. [l

We now turn to the question of calculating, at least in theory, the spectral
radius 7(X) of an affinoid subdomain X of A. See [8 §4.1] for the terminology and
notation. The spectral radius behaves well with respect to base change:

Lemma 2.3.13. Let K’ be a complete field extension of K and let X be an affinoid
subdomain of A. Then

’I“(X) = T(XK/).

Proof. The K-affinoid algebra O(X) is a quotient of a Tate algebra, and is therefore
of countable type as a K-Banach space. Now apply Proposition c) to the
bounded K-linear operator 8, : O(X) — O(X), noting that O(Xg+) = O(X)RK’
by definition of Xg-. O

In view of [8, Theorem 4.1.8], we finish by explicitly calculating the spectral
radius of affinoid subdomains of the affine line which are finite unions of cheeses.

Definition 2.3.14.
(a) We define p(C(a,s)) := min |s;].
1<i<yg
(b) If X = X7 U---UX,, is a disjoint union of cheeses X;, we define
p(X) = min p(X;).

Recall that 0" = A" /n!: O(X) — O(X) denotes the nth divided power of .
Lemma 2.3.15. Let X be an affinoid subdomain of A that is split over K. Then

1
(“)L”} =——— forall n>0.
0y lox) (X"
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Proof. If X1,...,X,, are the connected components of X, then O(X) is the orthog-
onal direct sum of K-Banach spaces O(X1)®---®0O(X,,), and the differential oper-

ators O respects this decomposition. Therefore ||5‘Ln]\|o(x) = max |\({9a[;n]||(9(xi).
<i<m

On the other hand, by definition we have that p(X)™" = ax (X;)~™, and this
reduces us to the case where X = C(a,s) is a cheese.

For all n,¢ > 0 and all t = 1,..., g we have the estimate

Tr — Q5 n S; X Q5
as Well as
a[”] (x—o )L (g) ( ] >n(1’- o )L—n
S0 n S0 S0

Since p(X) = min |s;| by definition and since min |s;| < |so| by [8 Definition
1<i<g 1<i<g

4.1.1], we can apply the explicit description of O(C(«,s)) given in [35, Proposition

< |5i‘7na

< sol ™™

2.4.8(a)] to obtain ||8Ln]\|o(X) < p(X)~™. For the reverse inequality, say p(X) = |s;]
for some 1 < i < ¢g. Then taking ¢ = 1 in the first estimate above shows that

o lowsy > -0 (3) (20)] /|(525)] = o0 O

S; xr — Q4 xr — Q4

Recall from that |p| := 1/p and that w := pfp%l € Ryp.

Lemma 2.3.16. For all n > 0, we have 1 <

[n!]
o S pn.

Proof. vp(n!) = %”in) where s,(n) is the sum of the p-adic digits of n, so

| n sp(n sp(n
|£7:n| = |p|vp(n!)7ﬁ = |p|7% :p%
Now 0 < sp(n) < (p — 1)(log,(n) + 1), 50 1 < L;ij < plogr (Ml — O

Corollary 2.3.17. For X as in Lemma [2.3.15] we have

r(X) = @/p(X).
For r € Ry, X is 0, /r-admissible if and only if r > w/p(X).

Proof. By Lemma [2.3.15] we have [|0}||lo(x) = |n!] - ||89[En]||o(x) = % Take
n*-roots, let n — oo and apply Lemma [2.3.16[ to obtain the first statement. The
second one follows directly from Definition b). O

It will be useful to know that for a general affinoid subdomain X of A, the
spectral radius 7(X) is in fact completely determined by [|0.||o(x); for this we
need the following elementary

Lemma 2.3.18. Let /X{ be a K-Banach space, let K’ be a finite field extension
of K and let V' := VQK'. Let T : V — V be a bounded K-linear map and let
T :=T®1:V'— V’'. Then

1711 = [IT]I.
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Proof. Because [K' : K] < oo we can find a basis {a1,...,a,} for (K')° as a K°-
module, where a; = 1. Then V' = @, V®a;, and by [41, Lemma 17.2] the tensor
product norm on V' is given by

n
E V; Qa;

D | = ooy i
1=

Therefore

n
T'| Y ui®a; || = max |T(vi)llai] < ||T]- max |villai] = ||T]]
i—1 1<ign 1<ig<n

which implies that ||T”|| < ||T']|. For the reverse inequality, note that for any v € V
we have |T'(v)| = [T"(v @ a1)| < ||T"|[Jo @ an| = [[T"[| |v]; hence [|T|| < [[T"[|. O

n
E v;Ra;

i=1

Corollary 2.3.19. Let X be an affinoid subdomain of A. Then
r(X) =@ [|0:]lox)-

Proof. Both sides of the equation are invariant under passing to a finite field ex-

tension, by Lemma [2.3.13] and Lemma [2.3.18] By [8, Theorem 4.1.8], we may
then assume that X splits over K. But now r(X) = w/p(X) by Corollary [2.3.17
O

whereas 1/p(X) = ||0z||o(x) by Lemma [2.3.15

2.4. Twisting-automorphisms of D,.. In this section we study the line bundles
with connectionn that arise from certain Kummer-étale coverings of X, and we
investigate when the action of D on these line bundles extends to an action of D,..

Lemma 2.4.1. Let X be a smooth rigid K-analytic variety, let v € O(X)* and
let d be a non-zero integer. There is an O(X)-linear ring automorphism

Ouq:D(X)— D(X)

such that

) Bua(8) = 6 — é%‘) for all § € T(X).

Proof. By considering an affinoid covering of X, we quickly reduce to the case
where X is itself affinoid. Let Z — X be any étale map such that Z is affinoid
and O(Z) contains a unit z such that z¢ = u; for example we could take Z :=
SpO(X)[T]/(T¢ — u). There is a canonical K-algebra homomorphism D(X) —
D(Z); it is injective, and we will identify D(X) with its image in D(Z).

Since z is a unit in D(Z), conjugation by z is defines an O(Z)-linear ring au-
tomorphism 6,4 : D(Z) — D(Z) with inverse 0,-1 4. Let § € T(X). Then
S(u) = 6(2%) = dz?716(2) = duz™'6(z), and 0 = §(zz71) = 20(z7 1) + 5(2)z7 !
together show that

(10) 2’6(2’_1) = —(5(2)2;_1 = _$¥
Therefore for all f € O(X) we have
ual0)(f) = (20=7)(f) = 207 ) = 200 f +3(7) = () — 222,

which shows that 6, 4 preserves the image of O(X) + T (X) inside D(Z). Since X
is smooth, D(X) is generated by O(X) and T(X), so 6,4 also preserves the entire
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image of D(X) in D(Z), and therefore defines an endomorphism 6, 4 of D(X).
Since the same is true for 6,-1 4, this endomorphism must be bijective. (]

As our notation suggests, 6, 4 only depends on u and d and not on any par-
ticular choice of the étale map Z — X. It could have been also defined without
introducing the covering space Z of X. For future use, we record the following
useful observation, obtained by taking Z — X to be the identity map.

Lemma 2.4.2. Let z € O(X)*. Then 6,4 4(Q) = 2Qz"" for all Q € D(X).

Our main aim of the remainder of this section is to show that when X is an
0y /r-admissible affinoid subdomain of A then 6, 4 extends to a bounded K-algebra
automorphism of D, (X) and thus that 6, 4 extends to a K-algebra automorphism
of DI (X) whenever X is (9, /r)f-admissible. To do this we will use Lemma
and so we must estimate the norms of the images of the elements 6, 4(5%) under
the natural inclusion D(X) — D, (X).

Lemma 2.4.3. For all u,v € O(X)* we have
euv,d = ou,d © ev,d-

Proof. This is a straightforward calculation on the covering space of X obtained
by adjoining a d**-root of both u and v, thinking of 6,, 4 as being conjugation by
the d** root of uv. It can also be checked directly using the formula @[) [

Our next result tells us how to rewrite 6, 4(0!") in standard form as a differential
operator of finite order.

Proposition 2.4.4. For every n > 0 and every § € T(X) we have

n

Oua(61) = 0,a(6")(1) 511

a=0

Proof. Choose any étale map Z — X as in the proof of Lemma[2.4.1] For each a €
D(Z), let £, and r, denote the operations of left, respectively, right, multiplication
by the element a, and let ad, := £, — r,. Then

adll(f) = s™M(f)

for each k > 0 and each f € O(Z). Using the binomial theorem, we now have

szt = MYy = (g 4+ ad(6) (271
_ a;() T([;a] ad([sn*a} (2_1) _ ago 6[71—04](2—1)6[@]_

Hence 6, 4(6!") = 2z sz~ = zn: z §(r=el(z=1)§lel. Evaluating both sides of this

a=0

equation at 1 € O(X) shows that 26 (271) = 6, 4(61")(1). O

After these generalities, we return to the affine line A with its local coordinate
z € Oy. We fix an affinoid subdomain X of A until the end of

Definition 2.4.5. For every n > 0, we define
bty = 0.a(00)(1) € O(X).
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Note that for any étale map Z — X as in the proof of Lemma [2.4.1] we have
hZf]d =z 89[5”](2_1).

Our next task will be to obtain an upper bound for |th11‘ x- Using Proposition

3

this will enable us to estimate the norms [0y 4(9})|p, (x)-

Corollary 2.4.6. Suppose that « € K such that x —a € O(X)* and Y — X is
an étale cover such that there is y € O(Y) with y¢ = x — . Then

k
oMl (yFy = (d)yk(x —a) ™ forall k€Z and m >=0.
m
Proof. The case m = 0 is trivial. Since 1 = 9,(y%) = do,(y)y?~' we see that
0:(y) = #y = my which implies by the Leibniz rule that 9, (y*) = %wy_ka as
required for the case m = 1. Now we proceed by induction on m:

m+1/, k _ m 5) yk >
o) = o (m(2) ot

This completes the induction. ([

Here is our upper bound.

Proposition 2.4.7. Let X be an affinoid subdomain of A, let v € O(X)* and
suppose that p t d. Then

X n
|h£7]d x < (T(—)) forall n > 0.
g w

Proof. Suppose first that X = C(a, s) is a cheese. Using [35, Proposition 2.4.8(b)],
write u = A-v- (2 — 1)k -+ (z — ) for some N € K* v € O(X)** and k; € Z.
We form the étale cover Y — X given by

oY) =0X)[TF, ..., TE /(T = (x — aq), T — (2 — aa)) -
For each i = 1,...,g, let z; denote the image of T; in O(Y) so that 2¢ = z — «;.

Since p { d, by [8, Lemma 4.3.2(a)] we can find € € O(X)** such that v = €?, so
that u = A - (2 --~z§ge)d. Note that 6y 4 is the identity map because d(A) = 0;

using Lemma [2.4.3 we see that we can assume A\ = 1 so that z := 2z ---z’;"e
satisfies 2% = u. Using the Leibniz rule, and Corollary [2.4.6, we obtain
z 3?](,2_1) = € zfl . -z;" &[gn](szl e z;kge_l)

i=1

(1) = = (A GHE=agm)-ca e
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g+l
where the sum runs over all m € N9*1 such that |m|:= 3" m; equals n. Now
i=1

le Okl (e7 1) x < Jelx - [J0M™ o+ |o(x) - et x = p(X) Mot

by Lemma [2.3.15| because |e|x = 1. Using together with Corollary [2.3.17] we
now obtain the required estimate

g n
s = 12 0l < amane sl - p30) ™ < p(x) 7 = (P22
’ Im|=n bl w
Next we consider the case where X splits over K; that is every connected component
X; of X is a cheese. Once again, choose any étale map Z — X as in the proof
of Lemma Let u; denote the restriction of u to X; and let z; denote the
restriction of z to Z; := Z xx X;. Then using Definition b) together with
Corollary 2:3.17, we have

Bx = 2ol = maxz oF (57 )Ix,

maxp(X,) " = p(X)7" = (m2)".

w

N

Finally, suppose that X is arbitrary. By [8, Theorem 4.1.8], we can find a finite
extension K’ of K such that X splits over K’. Since r(X) = r(Xk/) by Lemma

2.3.13] we obtain

n n X " X n
|h£¢,]d|X = \hh,lﬂxw = <M> = (Q) for all n > 0. 0

w w
Our next main result, Theorem [2:4.9] requires the following elementary estimate.

Lemma 2.4.8. Let 0 < p < 1. Then max t pt = (elog(p™1))~L.

Proof. Write X :=log(p~!) > 0, and consider the function f: Rsq — R defined by
f(t) :=t pt =te=. Then f'(t) = e=* — Ate~*! vanishes precisely when t = \71,
and f”(t) = —XAe™ ™M — A\(1 — At)e ™ is strictly negative at t = A1, Sot ="t a
global maximum of f(¢) with value f(A\™1) = A~te™! = (elog(p~1))~ L. O
Theorem 2.4.9. Let r > 0, let X be an 0, /r-admissible affinoid subdomain of

A, let uw € O(X)* and suppose that p t d. Then 6, 4 € Autgx D(X) extends to a
bounded K-algebra automorphism 6,, 4 of D,(X).

Proof. By Lemma/2.3.7} there is an injective O(X)-linear K-algebramap j : D(X) —
D, (X) such that j(0,) = 9. We will show that the K-algebra homomorphism

fi=jobyaq:O0X)— Dy (X)
extends to a bounded K-algebra homomorphism
Ou,a: Dr(X) = O(X)(0/r) — D, (X)

which sends 9 € D, (X) to b := j(0,,4(0)) = 0 — éa’T(u) € D,(X). This follows
from Lemma [2.2.10] provided we can verify conditions (i) and (ii) in this Lemma.
(i) Let a € O(X). Then because 6, 4 and j are K-algebra homomorphisms,

(b, f(@)] = [7(0u,a(0r)), 5(Ou,a(a))] = §(0u,a([0x, a])) = f(D(a)).
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(ii) Let £ > 0. Then by Proposition we have

L L
bt = f(0L) = 00> hl Mol = N Rl — ) <€> o°
a=0 a=0

«
inside D, (X). Using Proposition we can now estimate

|bf|/r* < sup

[l—a] . _ 1. pra—t <
hu,d X |<£ a)| r X

0<a</
l—a
X —a)!
< sup (HE)Tlean
w T
0<a</
_ r(X)\"™ | I
= sup (——) - on-
o<n<l

Since X is J,/r-admissible, the ratio p := r(X)/r is strictly less than 1. Lemma
together with Lemma [2:4:8 now show that

sup [b°|/r* < sup | p supnp™ | < oco.
£20 £20 n=0

Lemma [2.2.10] now gives the required K-algebra endomorphism 6, 4 of D,(X),
which is in fact bijective because 0y,4 0 0y-1 9= 0,-1, 40044 = 1p, (x)- O

Remark 2.4.10. It can be shown that the operator norm of the automorphism
0u.q of D, (X) satisfies

[10u.qll <p {e log (r(rX)ﬂ - .

We omit the proof as we do not need this estimate.

Inspecting the definition of 6,4 : D(X) — D(X) given in the statement of
Lemma shows that it commutes with the restriction maps D(X) — D(Y") for
any affinoid subdomain Y of X. Therefore these automorphisms assemble to give
an automorphism 6, 4 : Dx — Dx of the sheaf of K-algebras Dx for any admissible
open subspace X of A and any u € O(X)*. If X is an admissible open subset of
A we define X (9, /)" to be the G-topology obtained by restricting the G-topology
A(d,/r)t from Definition to those affinoid open sets contained in X.

Corollary 2.4.11. Let X be an admissible open subspace of A, let u € O(X)*
and suppose that p { d. Then for every r > 0, the restriction of 8,4 : D — D to
the G-topology X (0,./r)" extends to an automorphism 6, 4 : D} — D] of sheaves
of K-algebras on X (9,/r).

Proof. This follows immediately from Theorem [2.4.9 O

For future use, we record the fact that the automorphisms 6,, 4 are inner when-
ever u happens to be a power of d in O(X)*. More precisely, we have the following

Lemma 2.4.12. Let r > 0, let X be an 9, /r-admissible affinoid subdomain of A,
let v € O(X)* and suppose that ptd. Then

0.04(Q)=2Qz"" forall Q€D (X).

Proof. Conjugation by z is a bounded K-linear automorphism of D,.(X), which
agrees with 6,4 4 on D(X) by Lemma Also, 0,4 4 is bounded and K-linear on
D, (X) by Theorem[2.4.9} The result now follows since D(X) is dense in D,(X). O
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2.5. Affine transformations of A. In this section we consider how the action of
the group of affine transformations of A relates to various constructions we have
made. Let B := {g € GLy : g1 = 0} be the subgroup scheme of upper-triangular
matrices in GL,.

Definition 2.5.1. Let o: B(K) — K* be the character given by

o5 0) =5

For the necessary background on equivariant structures and equivariant sheaves,
we refer the reader to [J] §2.3].

Lemma 2.5.2.

(a) Op1 has a natural GLy(K)-equivariant structure as a sheaf of K-algebras
given by (g- f)(2) = f(g~"2).

(b) The action of GLLy(K) on P! preserves affinoid subdomains.

(c) If X is an affinoid subdomain of P! and G < GLy(K) stabilises X then
there is a natural group homomorphism p: G — B(O(X))*.

(d) The GL2(K)-equivariant structure on Op: extends to an GLg (K )-equivariant

structure as a sheaf of K-algebras on Dp: via

a b _ (—cx+a)?
(C d>.6$_ ad — bc O

(e) The GLo(K)-equivariant structure on Dp: restricts to a B(K)-equivariant
structure on D, which satisfies

g-0,=0(9)0, and g-(xr—2)=p(9) Y(x—g-2) forall zeK.

Proof. (a) The affine algebraic group GLy acts on the scheme P! by Mdbius trans-
formations. By [0, Theorem 6.3.4], the action of GLy(K) on the rigid analytic
variety P! is continuous. In the proof of [9, Lemma 3.4.3] it is explained how the
structure sheaf Ox and the sheaf of finite-order differential operators Dx on a
smooth rigid analytic variety X equipped with a continuous action of a p-adic Lie
group G can be endowed in a standard way with natural G-equivariant structures.
These constructions do not require G to be a p-adic Lie group, so they can also be
applied in our setting to the continuous GLg (K )-action on P*.

(b) For any affinoid subdomain X of P!, each g € GLy(K) induces an isomor-
phism of rigid analytic K-varieties (X,0x) — (9(X), Oy4x)). Thus g(X) is an
affinoid subdomain of P!,

(c) is an immediate consequence of (a) together with [I7, Theorem 6.1.3/1].

(d) Using [9, Example 2.1.4 and Corollary 2.1.9] we see that for all g € GL(K)
stabilising X, the g-action on 7 (X) is given by

(12) (g-0)(f)=g-0(g" - f) forall 0eT(X),feO(X).

This implies that ((Ccl Z) ~6z> (x) = %, and (d) follows.

(e) The first statement is now immediate given the formula in part (d). For the
. b
second one, we write g = (g d) and compute

gla-=Tt e (CE) )=o) e gon) D

a
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Proposition 2.5.3. Let X be an affinoid subdomain of A and let g € B(K). Then

o) = ;@ .

Proof. We note that the isomorphism of Banach algebras g (X): O(X) — O(gX)
is even an isometry since for every f € O(X) we have

l9- flgx = sup f(g~'gz) = |flx.
zeX

Using Lemma e), we see that for any f € O(¢gX) and n > 0, we have
07 (Pl = 197" (02(F)) |x = lela)| 102 (g™ - £lx-

Hence 7(g(X)) = 9z|sp,0(4(x)) = mmﬂspvo(@ = % as required. O

In view of Definitions|2.3.1j(b) and|2.3.9{(a), Proposition and Lemma b)
together imply the following

Corollary 2.5.4. Let r € Rso. Then every g € B(K) induces homeomorphisms
9:A@s/r) = Allo(9)|0s/r) and g: A0:/r)T = Alle(9)|0:/r)".
Lemma 2.5.5. Let g € B(K) and let r € Ry.

(a) There is an equivalence of categories

g« PreSh(A(0, /1)) =5 PreSh(A(|o(9)|0/7))
given by (g.F)(X) = F(g~*X) for all F € PreSh(A(d,/r)).
(b) ¢P induces an isomorphism of presheaves of K-Banach algebras on A(3,./r)

gr: D — g*D_r_.

QZ;)

Proof. (a) This follows immediately from Corollary

(b) Let X € A(9,/r). We will apply Lemma ith the following param-
eters: A = O(X), B = D_ (9X), 6 = 0, € B(A), f: A — B is the compo-
sition of g@(X) : O(X) — O(gX) and the inclusion O(gX) — D (9X), and
b:= 0(9)0 € B. First, we must verify conditions (b)(i) and (b)(ii) of this Lemma.
(i) Let a € O(X). Using Lemma e) and (12), we compute in B as follows:

[b, f(a)] = [e(9)0, 9 - a] = 0(9)x(9 - @) = (9 - 0x)(g - a) = g - (0: - a) = [(6(a)).
(ii) Let £ > 0; then |0| = (r/]o(9)])* in B =D _r_(gX) by Deﬁnitionm Hence

e(g)

sup [b°|/r¢ = sup |o(g)|*|0"|/r* = 1.
£20 20

Hence by Lemma [2.2.10(b) =(a), the map f : A — B extends to a bounded
K-Banach algebra homomorphism g¢,(X) : A(9/r) = D, (X) — D_r (9X). By
construction, this map makes the following diagram commutative:

(13) D(X)




GLOBAL SECTIONS OF EQUIVARIANT LINE BUNDLES 29

where the vertical maps come from Lemma [2.377] Since the images of these maps
are dense by Lemma the fact that (¢g71)P(gX) is a two-sided inverse to
gP(X) implies that (g—1) - (gX) is a two-sided inverse for g,.(X). By construction,

the maps g, commute with restriction maps in D, and DW’;”' Hence g, is an

isomorphism of sheaves of K-Banach algebras as claimed. (Il

Corollary 2.5.6. Let g € B(K) and let r € Ryy.
(a) There is an equivalence of categories
g+ PreSh(A(0,/r)") — PreSh(A(le(9)10:/r)")
given by (g.F)(X) = F(g71X) for all F € PreSh(A(9,/r)).

(b) ¢ induces an isomorphism of sheaves of K-algebras on A(9, /r)f

gh: DI = gDl , .

o(9)

Proof. (a) follows from Proposition[2.5.3] (b) follows from (a), Definition and
Lemma [2.5.5(b), noting that Df and D', are in fact sheaves on A(d,/r)" and

A(o(9)0,/7)T, respectively, by Theorem 2.3.10) O

Finally, we record a purely algebraic calculation which tells us how the maps
gP : D — ¢*D defining the G-equivariant structure on D interact with the twisting
automorphisms 6,, 4 from

Lemma 2.5.7. Let g € B(K) and let W be an affinoid subdomain of A. For each
u € O(W)* and d > 1, the following diagram commutes:

Ou,d

D(W) —————=D(W)
g”(W)l lgD(W)
D(gW) s D(gW).

Proof. Because D(W) is generated as a ring by O(W) and 9,, it is enough to check
that g - 0y.a(f) = 0g.w,a(g - f) when f =0, and when f € O(W). Now

g- eu,d(aw)) = g (81 - é@ml(bu)) = g-0;— %gtzzliu) =
= g-0:— é(g@z)lggu) = 0!}~u,d(g - 0z),

which gives the first equality, and the second one holds because the twisting auto-
morphisms 6, 4 and 04.,, 4 are O-linear. [l

3. NOETHERIANITY OF D, AND FLATNESS OF CONNECTING MAPS

In this section we will establish a different interpretation of D,.(X), based on
work of Berthelot [13], when X is a 0,/r-admissible affinoid subdomain of the
rigid-analytic affine line A and use it to prove some basic structural facts about
these Banach algebras and the relationships between them. In particular we will
prove that they are Noetherian whenever r € /|K*| and X € D(9,/r), and that
Ds(X) — D,.(Y) is flat on both sides whenever s > r with r,s € /|K*| and
Y CX € A(d,/r).
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3.1. Sections of D, as divided power algebras. We will discuss a construction
essentially due to Berthelot involving level m divided powers of J,.
Throughout we fix the non-negative integer m

Definition 3.1.1. We recall some notation from [I3], §1.1.2].
For k, k' k" > 0 with ¥’ + k" = k:

(a) ¢ Lk/pmj so that k = gip™ + 7 with 0 < rp < p™;

b) {k}’} = qk"qk”' e N

e (&)= (P)1s} e Zyp; and given a formal variable 9,

(d) o) .= g lolk] = 2l gh,

It is understood that all of these quantities depend on the parameter m, so it
would be more correct to write (k),, instead of (k) everywhere. However, following
Berthelot, we suppress the parameter m from this notation.

Now we suppose that X is an affinoid variety and that 0 is a derivation of O(X).
Lemma 3.1.2. The following relations hold in D(X):

(a) for all k, k" > 0, we have

5k k") _ <’C 4}; k'>a<k+k'>;

(b) for all k > 0 and f € O(X), we have

oMp= 3 {:/}8<k'>(f)8<k">.

B4k =k
Proof. This follows from [25, p27] together with an easy computation using Nota-
tion B.111 O

Definition 3.1.3. We define O(X)°[9]"™ to be the O(X)°-subalgebra of D(X)
generated by the set {6<k> |k >0}.

We note that in particular O(X)°[9](®) = O(X)°[0].

Proposition 3.1.4.

(a) If supy>, 10 ||ox) < 1, then {0%) | k& > 0} is a free generating set
for O(X)°[0](™) as a left O(X)°-module; in particular O(X)°[d](™) is p-
adically separated flat K°-algebra.

(b) If there is m € K°° with || > max(|p|,zlilf |0%}]), then O(X)°[9]™) /()

is a commutative O(X)°/(w)-algebra of finite presentation.

Proof. (a) That the set S = {0®) | k > 0} is O(X)°-linearly independent in the
left module D(X) follows from its O(X)-linear independence. It thus suffices to
show that the (free left) O(X)°-submodule of D(X) generated by S is a subring of
D(X). This follows from Lemma and the assumption 9% (O(X)°) c O(X)°
for all £ > 0.

(b) Now suppose that 7 is as in the statement. As in [I3| Corollaire 2.2.5] we
see that if k = ;.";01 cjp? + ep™ with 0 < ¢j < p for all j then

(14) 8<k> —u <Tﬁ (a(pj>)cj> (8<p"">)c

Jj=0



GLOBAL SECTIONS OF EQUIVARIANT LINE BUNDLES 31

for some u € Z,. Thus O(X)° [0](™) /(7) is generated over O(X)° /() by the images
of 9?") for 0 < j < m. Moreover these generators commute with O(X)°/(n) by
Lemma b) together with the assumption on 7 and they obviously commute
with each other.

Now for any 0 < j7 < m we have

(0% Nr = ﬂa(pj“

@7
Using this together with part (a) and equation , we conclude that
O(X)°[0]"™ /() = O(X)° /(m)[tos - -t /(8- s 0 )-

Hence O(X)°[0](™) /(r) is finitely presented over O(X)°/(n), as required. O

' € pO(X)°[9) ™ < 7O(X)°[a]"™.

Definition 3.1.5. Suppose that X is an affinoid subdomain of A. We write
DI (X) = O(X)°[0, /5]
for any non-zero s € K.
This algebra is only well-behaved under specific restrictions on the parameter s.

Corollary 3.1.6. Suppose that X is an affinoid subdomain of A that is split over
K. Let s € K* satisfy [s| > 1/p(X).

(a) pim (X) is a free left O(X)°-module on {(9,/s)* | k > 0}; in particular
ng) (X) is p-adically separated flat K°-algebra.
(b) Suppose further that there exists 7 € K* such that

1

Then ng)(X )/ () is a finitely presented commutative K°/(r)-algebra.
Proof. (a) By Lemma 2.3.15] for all k¥ > 1 we have

el 1 \F 1
8, /5) g”ng( )g <1
10:=/)lx < ™ <\Rpmy) S W)

Now we can apply Proposition [3.1.4{(a).
(b) The above inequality shows that |7| > 2w = sup||(0s/s)*||x. Hence
k=1

Islp(X) =

by Proposition ), O(X)°[9]™) /(7) is a commutative O(X)°/(n)-algebra of
finite presentation. It remains to prove that O(X)°/(w) is a finitely presented
K°/(r)-algebra.

Now, O(X)° is a topologically finitely generated K°-algebra by [34, 2.4.8(a)].
Thus O(X)° is a topologically finitely presented K°-algebra by [I8, Proposition
1.1(c)] and so O(X)°/(w) is a finitely presented K°/(w)-algebra as required. O

Definition 3.1.7. When X and s satisfy the hypotheses of Corollary we let
D™ (X) denote the p-adic completion of ng)(X ) and

DI (X)x = K @xo D™ (X).
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It follows from the presentation of ng)(X) as a free O(X)°-module in Proposi-
tion that elements of ng) (X)k can be written uniquely as convergent sums

> fu(0a/5)™ with fi € O(X) and |fe|x — 0 as k — oc.
k>0

We will view ’Z/)\gm)(X)K as a K-Banach algebra with unit ball D™ (X), so that
the defining Banach norm on ng)(X )k is given by

> fi(0:/5)®)| = sup | fulx.
>0 k>0
Notation 3.1.8. Let w,, := (pm)!ﬁ € K so that |w,| =p~ T > .

Theorem 3.1.9. Let X be an affinoid subdomain of A that is split over K. Let
s € K* be such that |s| > 1/p(X). There is an isomorphism of K-Banach algebras

Dy, 51(X) 2 DI (X) .
Before we prove Theorem [3.1.9] we need another p-adic binomial estimate.

Lemma 3.1.10. For all £ >0, 1 < i < p™

lar![[eom |

Proof. Recalling from Notation a) that k = qp™ + 7 with 0 < rp < p™, and
that s,(n) denotes the sum of the p-adic digits of n, we compute directly

|K!] k(p™ —1)
p—1)log <7 = (qr — splqr)) — (k — sp(k)) + ——=
r
= sp(ri) — — < (p—L)m
p
since 0 < 1, < p™. Since also s, (rg) — ;—,’; > 0 the result follows. O

Proof of Theorem[3.1.9. Let r = |w,,s| so that D,.(X) = O(X)(d/r). Since B :=
ng)(X)K is a K-Banach algebra we may use Lemma [2.2.10| to construct a K-
Banach algebra homomorphism

¢: O(X)(0/r) — B :
the inclusion ¢: O(X) — B is a K-Banach algebra homomorphism and 9, f — 0, =
0z (f), so there is a unique way to define ¢ that extends ¢ and sends 0 to 9, provided
SUPy> (\3£|B/TZ) < 0o. But
a@

x

A ogo] _|_1 i
qe! B lalw,
by Lemma |[3.1.10, Now if fo, f1,... € O(X) with |fx|r* — 0 as k — oo, then

¢ kaak Zkakk!!sk(?(“.

n=0 k>0 q

,rl < pmré

B

Therefore, because

k!

qr@

k
m

).

k!
> ko) = sup (1l
' . k>0

k>0 qk
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we see, using Lemma [3.1.10] again, that ¢ is a bijection with continuous inverse.
Therefore it is an isomorphism of K-Banach algebras. ([

Corollary 3.1.11. Suppose that X is an affinoid subdomain of A and r € /| K*|
with 7 > r(X). Then D,(X) is Noetherian.

Proof. Using [8, Theorem 4.1.8], choose a finite extension K’ of K such that X is
split over K’. Then Lemma [2.3.13| and Corollary tell us that

r>r(X)=r(Xkg)=w/p(Xk).

Since (|wwm|)F_, is a decreasing sequence converging to w from above, there is
some m > 0 such that r > |w,,|/p(Xk/). By enlarging K’ if necessary we may also
assume that r/|w,,| = |s| for some s € K'*.

Now by Theorem [3.1.9, D,.(Xk/) = ﬁgm)(XK/)K/ and the latter is Noetherian
by Corollary and [9, Theorem 4.1.5], so the former is too.

Lemma a) now gives an isomorphism of K’-Banach algebras
D, (Xk') 2 K' @ D,.(X).
Since K’ is faithfully flat over K, we deduce that D, (X) is also Noetherian. O

3.2. Discussion of flatness. Our main goal for the remainder of §3|is to prove
the following theorem about the rings introduced at Definition d).

Theorem 3.2.1. If s > r > 0 and Y C X both lie in A(d,/r)f, then DI(Y) is a
flat DI (X)-module on both sides.

In this section will will perform some reductions and record some technical results
from [9] that we will use to prove Theorem First, we recall some very general
results about flatness and direct limits.

Lemma 3.2.2. Let U be a ring and suppose M; is a directed system of flat U-
modules. Then colim M; is a flat U-module.

Proof. This is |28 Proposition 5.4.6]. |

Lemma 3.2.3. Let U be a K-algebra, M a U-module and K’ a field extension of
K. If Mg := K’ ® M is flat over Ug+ := K’ ® U then M is flat over U.

Proof. We assume that M is a left module but the same argument works for right
modules. Let N be any right U-module and write N = K’ @ N. For ¢ > 0,
Uger

K/®TOI'£J(N,M)§TOI'Z- (NK/,MK/):O

since My is flat over Ug. As K is faithfully flat over K it follows that Tor? (N, M) =
0 for all 7 > 0 and so M is flat as claimed. O

The following lemma can be found for commutative rings at [45, 05UU] with
essentially the same proof.

Lemma 3.2.4. Let R; be a directed system of rings and R = colim R;. Suppose
that M is an R-module that is flat over R; for each i. Then M is flat as an
R-module.
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Proof. Again we assume that M is a left module but an identical argument works
for right modules.

Let I be a finitely generated right ideal of R. By [28, Proposition 5.4.11] it
suffices to show that I ® g M — M is an injection. Since [ is finitely generated we
can find an index 7 such that a set of its generators lies in the image of R; — R.
That is we may choose a finitely generated right ideal I; of R; such that I = ;R
(suitably interpreted). Then I = colim;>; I;R; and I ® g M — M is the colimit of
the maps I; R; ®r; M — M over all j > i. Since M is flat over each R; the maps
in this directed family are all injective by [28, Proposition 5.4.11] again. Since
colimits commute with tensor products and colimits over directed sets are exact
we're done. O

We now reduce Theorem to proving the flatness of the restriction maps in
the sheaves D, constructed in Proposition a).

Proposition 3.2.5. Suppose that D,.(Y) is a flat Dy(X)-module on both sides
whenever s, € \/|K*| with s > r and Y C X both lie in A(9,/r). Then Theorem
B2 holds.

Proof. Suppose that whenever s’ € /|K*| with s/ > " and Y C X both lie
A(0y/r") then Dy (X) — D,(Y) is flat on both sides.

To prove Theorem pick s > 7 > 0,Y C X in A(9,/r)". Then for every
" >r, X,Y € A(d,/r"). Now Lemma gives that Dy (X) — Di(Y) is flat
on both sides whenever s’ € /|[K*| and s’ > r, since D}(Y) = colim~, D, (Y)
and we may view the colimit as only running over v’ € (r,s") N y/|K*|. Then
Lemma gives that DI(X) — DI(Y) is flat on both sides, as required, since
DI (X) = colimy/~, Dy (X) and again we may view the colimit as only running over

s e KX O

Finally, we recall a couple of results from [9] §4.1] that will help us prove the
flatness of the maps between the Banach algebras that appear in Proposition [3.2.5]
For both, we suppose that m € K°° such that:

e U is a m-adically complete and separated and flat K°-algebra,
e U/mU is a commutative K°/mK°-algebra of finite presentation,
o U:=K®Q®goU.

Proposition 3.2.6 (Proposition 4.1.7 of [9]). Suppose that V is another m-adically
complete, separated and flat K°-algebra which contains U. Let y € V, and sup-
pose that the map U/7U — V/7V extends to an K°/mK°-algebra isomorphism
U/mU)[Y] = V /7Y which sends Y to y + 7V. Let C be the centraliser of y in U.
Then

(a) V:= K ®go V is a flat U-module on both sides, and
(b) for every finitely generated U-module M there is a natural isomorphism of

C(Y)-modules 1y : M(Y) — V @y M.

Theorem 3.2.7 (Theorem 4.1.8 of [9]). Suppose that y € U is such that [y,U] C
U, that V is the m-adic completion of U[Y;ad(y)] and V = K ®ko V. Then
V/(Y —y)V is a flat U-module on both sides.

3.3. Flatness of divided power algebras under change of base. Our goal for
this section is to prove the following theorem.
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Theorem 3.3.1. If r € \/|K*| and Y C X both lie in A(9,/r), then D,.(Y) is a
flat D,.(X)-module on both sides.

Let s € K* and consider the following two affinoid subdomains of X:
x s
X, =X (;) and X, =X (E) .

Thus, we might have something like the following picture.

Define p := min(p(X),|s|) and note that p < min p(X7), p(X2). Recall from No-
tation that w,, = (pm)'z%’” We will first deal with the special case where
the following Hypothesis holds; we will see in the proof of Theorem that the
general case can be reduced to this one.

Hypothesis 3.3.2.
re|K*|;
X € A(0,/r) is split over K;
Y is non-empty, and Y = X; = X(Z) or Y = Xp = X(2) for some s € K*,
there exists m € N such that w,, € K* and |w,,|/r < p.

We will assume that Hypothesis holds throughout The above
conditions imply that there exists an element ¢ € K * such that |¢| = r/|w,y,|, which
we fix from now on. Then since [t| > 1/p(X) and |t| > 1/p(X;) for i = 1,2, Theorem

gives us isomorphisms
D(X) 2D (X)k and D, (X;) =D (X))x for i=1,2.
Thus proving the flatness of D,.(X) — D,.(X;) for i = 1,2 amounts to proving the
flatness of Dt(m) (X)k — 'D,Em)(XZ-)K.
Let Z := X x D with a coordinate y on D. Then O(Z) = O(X)(y), and

~

the projection map Z — X induces K-Banach algebra isomorphisms O(X;) =
O(Z)/(sy — x) and O(X2) = O(Z)/(zy — s) via maps p;: O(Z) — O(X;) for
i=1,2.

Let 41, d2 be the bounded K-linear derivations of O(Z) that extend 9, on O(X)
and which satisfy §1(y) = 1/s and d2(y) = —y*/s. Thus d1(sy — z) = 0 and
da(zy — s) = —(xy — 8)y/s, so

D(X1) = 0(2)[0:]/(sy —x) and  D(Xz) = O(2)[d2]/(zy — ).
Lemma 3.3.3. Let i =1 or ¢ = 2. Then for all n > 0 we have

(15) 1652 < p™
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Proof. Since 5§n) = qn!éz["] with g¢,! € N, it suffices to show that ||51M||Z < p ™.
We compute that for all k,m > 0, we have

(ﬂk] (ym) _ (TZ) ym—k/sk

o3 y™) = (m e 1)2/”‘*'“/(-8)"

This means that |5z[ (y™)|z < 1/]s|* for all k,m > 0. Let f € O(X) and m,n > 0.
Using Lemma [2.3.15| and the fact that p = mln(p(X), |s]), we have

and

L _flx
5[ ’ a 5[k m) < sup |f|X < )
ﬁ;n e np(X)7 sl = pn
Hence H5[ ]HZ < p~ ™ for all n > 0 as required. O

The following Lemma will enable us to perform the construction of Definition
with A = ng) (X) and § = ad(z/s).

Lemma 3.3.4. ad(%): D(m (X) — ng)(X)K is locally nilpotent and has image

contained in —D[m]( X).

Proof. Suppose k > 1. Then by Lemma|[3.1.2(b)l we have
k
€ 3
(@/n®. %] = Z{ }(8 @ (%) @0m*
i=1
1
ts

k 1 1, (m
{1}<az/t><k Ve DM(X).

By Proposition a) applied with 9 = 9, /t, we know that {(0,/t)* | k > 0} is
a free generating set for ’ng)(X) = O(X)°[0,/t]™ as a left O(X)°-module. Now
use the fact that ad(%) is an O(X)°-linear derivation. O

Notation 3.3.5. The following notation will be used in the remainder of
e D=D")(X) and D = Dg;

D; = D™ (X;) and D; = (D;) for i = 1,2;

U; = O(2)°[6;/4]™ and U; = (Us) for i =1,2;

Vi = D[T;ad(z/s)] and Vi = W)k

e V, =D[TLad(z/s)] and Vo = (Vo)

We will establish that, for ¢ = 1,2, there is an isomorphism of K-Banach algebras

Vi —» U;, and also that D, = V;/(v;) for explicit central elements v; of V;. Together
with Propositions [3.2.6] and [3.:2.7] this will allow us to prove that D; is flat over D.

Proposition 3.3.6. The K°-algebras D, D1, Do, U; and Uy are all p-adically
separated and flat K°-algebras. There exists 7 € K with 0 < |7| < 1, such that
their reductions mod 7 are all finitely presented commutative algebras over K°/(m).
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Proof. Since X is split over K, we know that p(X) € |K*|. Since also s,t € K*,
we can find an element © € K such that

(16) ol = mas { o, |1f|}

Since |p| < 1 and ﬁ < 1 by Hypothesis we see that 0 < |r| < 1. Now,
because X, X; and X5 are split over K and

‘t| > p_l > ma'X{p(X)_17p(X1)_17p(XQ)_1}7
the cases D, Dy and D follow from Corollary To deal with U; for i = 1 or
1 = 2, we can apply Lemma to see that

1 1
sup ||(6:/1) ™[] < sup ——— < — < 1
w1 n>1 (plth)™ ~ |plt
Now we can apply Proposition with X = Z and 9 = §;/t. a

Lemma 3.3.7. Forn > 0,7 =1,2 and 7 given by Proposition [3.3.6

(a) O(Z)°/(x") is a free O(X)°/(x")-module on {y’ + (x") | £ > 0};

(b) U;/(7™) is a free O(X)°/(7™)-module on {8<ky + (™) | k, £ > 0};
(¢) Vi/(m™) is a free O(X)°/(m )moduleon{@ >Te + (™) | k, € > 0}
(d) Vo/(n™) is a free O(X)°/(w )moduleon{8 + (7™) | k20,0 <0}.

);
k)

Proof. (a) O(Z) = ( )( so O(Z)° = O(X)°(y) and the result follows easily.
(b) Since 8Z-<k 8 mod 7 this follows from (a) together with Proposition

and [32, 1.2.3. 17]
(c) and (d) follow from Proposition together with the definitions of A[T'; d]

and A[T~1;6] from O
Lemma 3.3.8. For each k > 0 we have the following equality in Us:
y(@:/1) % =" (—ad(x/s)" ((2/6)F) y™ .
n>0

Proof. By Lemma [3.3.4] ad(xz/s) acts locally nilpotently on D. Hence the sum on
the right hand side of the formula is finite. Since Us is flat over K° we may invert
p and then after multiplication by a scalar in K reduce to proving that

Yoy =Y (—ad(w/s))"(65)y"*!
n=0

holds inside O(Z)[d2]. Now we recall that £5, = ad(d2)+7s, so, using a computation
from the proof of Lemma we have

yok = (L5, —ad(62))*(y)
k
- Z(fj)éé”(—az)"(y)
n=0

"k n
= Z( )65”( )n!y”“/s".
= \n n

On the other hand, we saw in the proof of Lemma that

(—ad(z/s))"(65) =1/s" (fz) nloy=".
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The result now follows easily. O

Proposition 3.3.9. There are D(X)-linear isomorphisms of K-Banach algebras
¢i: Vi = U; with ¢1(T) =y and ¢o(T71) = 9.
Proof. Since 6;|o(x) = O, the natural map O(X) — O(Z) arising from the projec-
tion Z — X extends to maps D(X) — D(Z) sending 9, to d;. It is easy to verify
that these in turn restrict to ring homomorphisms g;: D — U;.

Since y — x/s is central in U, it is easy to verify that for each P € D,

y91(P) — g1(P)y = (z/5)g1(P) — g1(P)(x/s) = g1(ad(x/s)(P)).

The universal property of V; given by Proposition 2.1.1] thus provides that g, ex-
tends to a unique ring homomorphism hy: V; — U; such that hy(T) = y. This
in turn induces ring homomorphisms hy ,,: V1 /(7™) — Uy /(™) that we claim are
isomorphisms. To see this is suffices to observe that hq ,, is O(X)°/(7"™)-linear and
sends oS Tt + (™) to 5§k>yl + (7™); now apply Lemma@(b,c). It follows that
71:: ]//; — ZZ is an isomorphism and we may take ¢1 = (h1) k-

Similary, since every element of D is an O(X )°-linear combination of the elements
(9./t)%) by Proposition (a), and since O(Z) is commutative, it follows from
Lemma [3.3.8] that inside Us, for all P € D we have

yg2(P) =) ga((—ad(z/s))" (P))y" .

n=0
Then the universal property of Vs given by Proposition shows that g extends
to a unique ring homomorphism hs: Vo — Us sending T~ to 3. Again this induces
ring homomorphisms hsy ,,: Vo/(7™) — Us/(7™) that we claim are isomorphisms.
To see this is suffices to observe that each map hs , is O(X)°/(n")-linear and sends
IRT= 4 (7™) to Oy + (™) so we can appeal to Lemma b,d) again and
then see that ¢o = (h2)k is an isomorphism as before. O
Proposition 3.3.10. Let i = 1 or ¢ = 2. There is an exact sequence of V;-modules
0=V, =5V, —» D; =0,
where the v; is the central element of V; given by

vy=sT—xz and vy =aT !—s.

Proof. Let u; = sy — x and us = zy — s. By Proposition [3.3.9] it suffices to show
that the sequences

0—=U % U — D1 =0 and 0— Uy —2 Uy — Dy —0
are exact. We may pick n > 0 such that 7"uy, 7"us € O(Z)°. Since
0= 02Z)802)% 0X;) =0
is exact, it follows that
0= 0(2)° ™% 0(2)° = O(X;)° — 0

has m-torsion cohomology. Moreover the Banach Open Mapping Theorem, [41],
Proposition 8.6] tells us that the maps -u; and p; are open onto their image and so
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there is some N > 0 such that 7!V annnihilates the cohomology groups. We can
then use Proposition to deduce that

0= U ™ Uy — D; — 0
also has cohomology groups annihilated by 7%. Now apply [7, Lemma 3.6]. O

Proposition 3.3.11. Suppose that Hypothesis [3:3.2 holds. Then Dy and D5 are
flat as D-modules on both sides.

Proof. Let m be given by Proposition Since D is a m-adically complete and
separated K°-algebra, flat over K° and D/() is a commutative K°/(r)-algebra of
finite presentation we will apply the results from 3. with U = D.

By Proposition Dy 2Vy/(sT —x)Vy. By Lemma [£,D] C LD. By
we have |rts| > |s|/p. Since p = min(p(X),|s|) < |s|, we see that |£| < |«
which implies that %D C ©D. We can now apply Theorem with y = /s to
deduce that Dy 2 Vi /(T — £)V; is a flat D-module.

Next, by Proposition we have a presentation Dy 2 V5 /voVa where vy =
2T~1 — s € Va. By [T, Proposition 4.4] applied to the ring map U — V3 and the
element vy € Vo, to prove the flatness of D as a D-module it suffices to prove that
vg is a regular element in V5, V5 is flat as a right U-module and that Vo @ p M is
vo-torsion-free for all finitely generated left D-modules M.

Note that in V5, we can use Lemma to see that for all P € D we have

ad(T~1)(P) =) _(~1)"ad(z/s)"(P)T """
n=1
We saw above that Lemma implies that ad(z/s)"(D) C D C #D for all n >
1. Hence ad(T_l)(D) C 7Vs, so the hypotheses of Proposition are satisfied
with U = 57 V= ]/2\2 and y = T~!. The centraliser of T~! in D certainly contains
O(X). Proposition now tells us that V5 is a flat U-module on both sides, and
that for every finitely generated D-module M there is a natural isomorphism of
O(X){(T~1)-modules M(T~') = Vo, ®p M. We can now apply [7, Lemma 4.1(a)]
with t = 77! and f = x/s to see that Vo, @ p M is vs-torsion-free for every finitely
generated D-module M. In particular, setting M = D shows that v is a regular
element in V5. U

Proof of Theorem[3.3.1 We may certainly assume that Y # () as the result is trivial

otherwise. By Lemma and Lemma [2.3.11{(a) we may replace K by any finite
extension. In particular, by [8, Theorem 4.1.8] we may assume that X and Y are

both split over K and r € |K*|.

If Y = ;= Vi is a disjoint union of cheeses then D, (Y) = @;—; D,(Y;) and so
by [28, Proposition 5.4.2] we may further assume that Y is a single cheese.

Next we observe that as r(Y) < r, p(Y) > w/r by Corollary That is
Y = Ck(a,s) for some «,s satisfying the conditions of [§, Definition 4.1.1] and
moreover |s;| > w/r for all i = 0,...,g. Since Y C X if we define Xy = X (£=22)

S
and X; = Xi,l(zfiai) for i = 1,...,g then we see that X, = Y. Then, si(;lce
a composition of flat morphisms is flat, an induction argument reduces us to the
cases Y = X(*7%) and Y = X(2-) where a € K and s € K*. By a change of
coordinate x — = — «, we may assume that a = 0.
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Since Y lies in A(9,/r) by assumption, applying Corollary shows that
Is| = p(Y)=w/r(Y) > w/r

Since w,,/r is a decreasing sequence converging to w/r from above, we can find a
sufficiently large m such that p(Y) > |w,|/r. Since Y = X (x/s) or X(s/x), it is
clear from Definition [2.3.14] that p(X) > p(Y'). Hence

p = min(p(X),[s]) = p(Y) > [@wm|/r.

By further enlarging K if necessary, we may assume that w,, € K*, and now all
conditions of Hypothesis are satisfied.
Choose any t € K* with |t| = r/|wp,|. Theorem tells us that

D(X)=D™(X)=D and D.(X;)=D; for i=1,2.
Hence D,(X1) and D, (X3) are flat D,.(X)-modules on both sides by Proposition

3.3.11] Since either Y = X7 = X(2/s) or Y = X3 = X(s/x), we conclude that
D, (Y) is a flat D,.(X)-module on both sides. O

3.4. Flatness of divided power algebras in cotangent direction. Our goal
in this section is to prove the following Theorem and then use it to complete the
proof of Theorem [3.2.1

Theorem 3.4.1. Let s,7 € \/|K*| be given with s > r, and suppose that X lies
in A(9/r). Then D,(X) is a flat Ds(X)-module on both sides.

As in we can enlarge K to reduce to the case where X is split over K. We
can also assume that |K|* contains any particular finite set of elements in /| K|*.
We will first deal with the special case where the following Hypothesis holds; we
will see in the proof of Theorem [3.4.1] given at the end of §3.4 below that the general
case can be reduced to this one.

Hypothesis 3.4.2.

e X is an affinoid subdomain of A split over K;

e m € N is such that p~ /7" € K*;

e 5,7 € K* are such that |s| > |r| > 1/p(X) and |s/r| < |p|~/?";
e m € K* is such that max {|p\7 m} <l < 1L

We will assume that Hypothesis holds until the end of the proof
of Corollary below.

Definition 3.4.3. Let U° = ng)(X). For each i = 0,...,m, define inductively
ui+1 — uz[(az/,r,)@l)] c ng) (X)
so that 40 c U = D™ (X)[0,/r] CU? C --- Cc U™+ = DI (X).

—

We will show that for each ¢« = 0,--- ,m, L{Ii;rl is flat as a Z//l;—module on both
sides. Then we will appeal to transitivity of flatness to deduce that ’Z/S(Tm)(X )k is

flat as a ’Z/S(Sm)(X )-module on both sides. Then Theorem will imply that
Djye,,|(X) is flat over Do, (X).
First we prove an important generalisation of Proposition [3.1.4]

Proposition 3.4.4. Let i =1,...,m.
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(a) U is a free O(X)°-module with basis
Ty o= {(0a/r) (@ (0:/5)"P -0 < a < p', B> 0}
(b) U'/(m) is a finitely presented commutative K°/mw K °-algebra.
Proof. (a) Let k > 0. Recall from 1} that when we write k& = Z}”:_Ol cip’ + cp™

for some co,...,cm-1 €{0,...,p— 1} and ¢ > 0, there is a unit u € Z such that
m—1

an) o =T ) @y
3=0

Using this equation together with Proposition [3.1.4] we see that T; is a generating
set for U* as a O(X)°-algebra and T; is linearly independent over O(X)°. To
show that U* = O(X)° - T; it will suffice to prove that O(X)° - T; is closed under
multiplication. Since O(X)° is closed under multiplication and K° C O(X)°, it
will suffice to show that

(1) T; - O(X)° CO(X)° - T;, and

2) T; - T, C K° - T;.
(1) Let 0 < o < p* and B > 0 be given, so that t, g = (aw/r)(w(@x/s)(pim is a
typical element of T;. We can of course rewrite o 5 = (r/8)P"B (0 1) (D, /1) P ).
By applying to 8;0‘), &(Cplm and 8;a+plﬁ> in turn, and using the fact that
0 < a < p', we find that
(18) tap = uaﬁ(r/s)piﬂ(am/r)<o‘+piﬁ> for some unp € Z, .
Let f € O(X)°. Then Lemma [3.1.2(b)| tells us that

 atp'p i
(19)  flap = tas(r/s) Y {“ e

k=0

}<f’x/r><a+”-k>(f)(az/vﬂ)““%

For each 0 < k < a + p'f3, write k = ay, + p'B with 0 < ap < p' and B > 0, so
that necessarily we have 8 < 8. Then using we have

(r/s)P" (B=Bw)

Uy, Br

This allows us to rewrite as follows:

(r/s)P' P (0, /r)*) = ta, 5 € K° T

at+p'p

a+pif8 g r/g)P" (B=Br)
(0)  flop=tas { ; }(ai/rﬂ i) O
k=0 ey, By,
We have chosen 7 € K* to satisfy max {|10|7 m} < |7 < 1, so Dﬁm)(X)/(w) is
a commutative algebra by Corollary b). This implies that
(21) (0,/7)9(f) e TO(X)° forall j > 1.

Using (20), we can now see that ft s € O(X)°T;, and hence T;-O(X)° € O(X)°-T;.

(2) Let 0 < o, @’ < p' be given. Using Lemma [3.1.%(a)| together with (17)) we
see that if a + o/ < p’ then

(0 /1)@ (8, /r) () = <a + a’>(8m Jryata’

(67
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whereas if p* < a + o’ < 2p® then

(D /1) (02 /1) = (s r)?" <a Z“’> (Do /r) =1 (0, /5) ")
for some u € Z). Similarly for j, B > 0, we have

. . i / A
(8,/3) P8, /s) PP = p (ﬁﬂ_ﬁ) (8, /)P (BHED)
B
Thus to see that K°T; is closed under multiplication it suffices to show that
(s/r)pl<a+aa > € K° whenever 0 < a, ¢’ < p but o + o > p.
Now 0 < a, & < p' implies that {ata/} = 1. If in addition we have oo + o > p?,
there must be at least one carry when adding o and o’ p-adically. Therefore by
Kummer’s Theorem (Theorem [6.4.3)) we have

(F1) ()

However we have assumed that |s| and |r| are sufficiently close, in the sense that
|s/r| < |p|~*/P". This implies that |(s/7)P'| < [p|™/?" < |p|~' as i < m, so
p(s/r)P" € K°. Hence (s/r)pz<a'ga/> € K° as required.

(b) The commutativity of U/(r) is clear given equations and .

It follows from (a) that U/(x) is a free O(X)°-module on the image of Tj;.
Moreover writing 7,5 for the image of t, 5 in U'/(7) we see, by , that the
O(X)°/(m)-submodule U generated by {7y ,m-i | ¥ > 0} is a polynomial algebra
U = 0O(X)°/(m)[10pm-:]. Moreover U’ is a free U-module on the finite set {745 |
0<a<p,0<B<pm ).

By the proof of Corollary 3.1.6(b), O(X)°/(r) is a finitely presented K°/(m)-
algebra. Thus, by [45, 00F4], U is also a finitely presented K°/(m)-algebra. Finally
U?/(r) is a finitely presented K°/(7)-algebra by [45, 0D46]. O

Recall that for each u € D(X), ad(u): D(X) — D(X) is a K-linear derivation.
Lemma 3.4.5. For any i =0,...,m, we have ad ((8m/7")<”i>) uh C wut.
Proof. Let f € O(X)°. By Lemma b), we have

ad ((0./m)") ()= {i } (0 /r) P TR (f) - (D))

k=0

Now (9,/r)' =) (f) € 7O(X)° by 1) and (9,/r)* € U for all k < p' by (17),
so the sum on the right hand side lies in 7/*. By Proposition [3.4.4(a), we know
that U* is a free left O(X)°-module with basis 7;. The result follows because

[(8,/7)P), ft] = [(8,/r) "), f]t € 7l for all t € T;. O
Lemma 3.4.6. For each i =0,...,m — 1, ((8x/r)<pi>)p eU’.

Proof. The assumption i + 1 < m implies that g,; = gpi+1 = 0. Hence o) = o'l
and 9%"") = gl by Definition d), so

i p 7I+1. i+1 l+1 i+1 i+41
(0 /r)7)" = P @ufr) ™) = (s 009,
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Now as v,(p'!) = ;;:%117 we can see that Up ((p;:)l;) = 1. Since i < m — 1 and
s/r| < |p|=1/P", we see that |(s/r)*"" | < |p|~!. Hence g’pw(s/ P e K°, so
((ax/r)@’”)p € K°-(9,)5)?") ng)( X) =U" as required. O

Notation 3.4.7. Let i =0,...,m

Let y; = (3m/r)<p )

Let &; be ad(y;) viewed as a derivation of U*.
Let V? be the skew-Ore extension U*[Y;; ;].
Let s; = (r/s)?" € K°.

Note that §; : U* — U is well-defined by Lemmam

Proposition 3.4.8. For each 0 < ¢ < m there is a surjective ring homomorphism
¢;: V' — U extending the inclusion map U* — U™ and sending Y; to y;. The
kernel contains the central element s;Y; — (9,/s)®") and

s?p71 . (ker (;51/1)1(81}/2 - (895/3) b >)) =0.

Proof. We write z; = (0,/5)P") = s;; € U'. Note that z; and Y; commute in V’.
The existence of ¢; follows from the universal property of the skew-Ore extension,
Proposition Note that ¢; is surjective because U1 is generated by U* to-
gether with y;, by Definition |3.4.3] The element s;Y; — z; is central in the skew-Ore
extension V! because s;6;, ad(s;y;) and ad(z;) define the same derivation U* — U°.
Moreover, ¢; (s;Y; — z;) = siy; — z; = 0, so Vi(s;Y; — 2;) C ker ¢;.

We suppose first that ¢ < m — 1. Lemma gives that y¥ € U’, so that
(2i/si)P € U'. Then, writing n = qp +r with 0 <7 < p and q > 0 we see that

(22) sV (zi)s) = 0T 2T (2i)5) P €U for all n > 0.

(3

It follows that for any n > 0 we have

(23) PN — zifsi)" = sV 12() —2;/s)F YR e VP

l )
Take an element v = > u,Y;" € ker ¢; with ug,--- ,u; € U4*. Then
n=0
l
2p—1 2p—1
;7w = Zsip un (Vi — 2i/8i + 2:/5:)"

- ZZ( ) sP 7 2/ s)" RS (Y — zifsi).

n=0 k=0
When k > 1, we can rewrite the summand on the right hand side as follows:

((Z) u) (S /s ) - (T = ms) ) - (Y - ).

The first factor lies in U, the second factor lies in 4% by (22)) and the third factor
lies in V* by (23] . Hence

l
2p Ly = Z n(zi/s)™  mod V(s;Y; — 2;).
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But since u € ker ¢;, we have

(24) 0= oi(s;" 'u) = Z 5Pyt = Zun “Hzi/s)"
n=0

and we deduce that s?pilu € Vi(s;Y; — z;) as claimed.

!
Now we consider the case i = m. Again we suppose that u = >~ u, Y]} € ker ¢y,

with ug, -+ ,u; € U™. This time =
l l
0= dm( 5 L) = Z mUnYp, = Z si,:”unz:;
n=0 n=0
Thus
1
sl u = Zsin"u (smYm — 2m + 2m)

n=0

1
= Y 3 s (Z)u ($mYim — 2m)F 2k
n=0 k=0

So for all v € ker ¢y, we can find t € K° and v = > v,Y,: € V™ such that
n>0

tu = v($mYm — zm ). Expanding out this equation gives

—tug + Z(van—l —tup)Y,r | = Z Y Zm

n>1 n>0
and equating coefficients of Y, we obtain
(25) Vo2Zm = —tug and v, 2, = (S;mUp—1 — tuy,) for all n > 1.
Now we recall from Proposition [3.4.4f(a) that &™ is a free O(X)°-module on
= {(8/7) c‘>(<9 /s)#" P 0 <a<p™, B> 0}

Using |D we see that (9,/s)®"# only differs from 25, = ((0,/s)®") ) by a
p-adic unit, for any 3 > 0. Therefore

T}, o= {(9:/r) @28 0 < a < p™, B >0}

is also a basis for U™ as a O(X)°-module. Now right multiplication by z,, in
U™ maps T, to T} and so if wz, € U™ for some w € U™ then w € tUy,.
Using we thus see inductively that v, € tU,, for all n > 0. It follows that
v/t € V™ and so u = (v/t)(SmYm — 2m) € V™ ($mYm — #m). We have shown that
ker ¢, = V™ (8 Ym — 2m ), which is even stronger than what we need. ]

—

Corollary 3.4.9. The homomorphism ¢/l; Vi — Ll?l induces an isomorphism

—

Vie/(Yi — y) = UiF,
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Proof. By Proposition the complex 0 — Vi(s;Y; — 2;) — V¢ LYt 0
has cohomology killed by s;” ~1. In this situation, [7, Lemma 3.6] tells us that the

—~

functor (), turns this complex into a short exact sequence. Hence the result. O

Proof of Theorem[3.4.1. We note that by Lemma and Lemmal2.3.11)(a) it will

suffice to prove this result after replacing K by a finite extension. In particular by
[8, Theorem 4.1.8] we may assume that X splits over K and s,7 € |[K*|. Then
r>r(X)=w/p(X) by Corollary [2.3.17 We may also assume s > r.

Since the sequence |w,, | converges to w from above, we may choose m sufficiently
large, so that r > |w,,|/p(X). We fix this m for the rest of this proof. Now, we
enlarge K if necessary, to ensure that w,, € K> and p~'/?" € K*. We can then
choose s',r" € K such that |w,,s'| = s and |w,,7'| = r. By enlarging K further, we
may assume that K> contains an element 7 such that max {|p|, m} <n) < 1.

Now since r < s we see that 1/p(X) < |r'| < |s'|. Then by Theorem

Dy(X) 2D (X)x and Dp(X) =D (X)k
We first consider the case when s and r are sufficiently close, in the sense that
1<s/r<|p|~ V7",
After this assumption, since |s’ /7’| = s/r, we note that all conditions of Hypothesis
are satisfied for the elements s’ and 7’ of K> in place of s and 7, respectively.

We form U° := DU (X), and inductively, U+ := Ui[(0,/r')*"] ¢ DIV (X)
as in Definition for each i = 0,--- ,m. We let V* be the skew-Ore extension
U'[Y;; 6] where 6; : U' — U is the derivation ad(y;) with y; = (9,/7)?", as
in Notation [3.4.7} Lemma [3.4.5] ensures that [y;,1"] C ald’. Now Theorem
together with Corollary|3.4.9|imply that Ui " = Vi. /(Y; —y;) is a flat Ui-module on
both sides. By the transitivity of flatness, we see that U = 57(371) (X)k =Dr(X)
is a flat U9 = 73§7”)(X)K = D,(X)-module on both sides, as claimed.

Returning to full generality, we can find a sequence r =rg <71 < ... <71y =S5,

all in |K*|, such that 1 < r;/r;_; < |p|~%/?" for each 1 <i < N. The transitivity
of flatness now reduces us to the special case considered above. ([l

Proof of Theorem|[3.2.1. By Proposition [3.2.5] it suffices to show that if s,r €
VIEK*| with s > r and Y C X both lie in A(d,/r), the map Dy(X) — D.(Y)
is flat on both sides. By Theorem Ds(X) — D,.(X) is flat on both sides, and
by Theorem [3.3.1} D,(X) — D,(Y) is flat on both sides. We’re now done by the
transitivity of flatness. O

4. OVERCONVERGENT D-MODULES

4.1. The Huber space and overconvergent sheaves. Recall from [48] §5] that
to every rigid analytic space X we can associate a topological space X which we call
the Huber space of X. The elements of X are the prime filters on the admissible
open subsets of X. The sets of the form U := {p € X : U € p} as U ranges
over the admissible open subsets of X form a basis for the topology on X. If X is
quasi-compact and quasi-separated (qcgs), then X is quasi-compact but in general
not Hausdorff. There is a set-theoretic embedding X < X given by z — m,,
where m,, is the principal maximal filter consisting of the admissible open subsets
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of X containing z. We will identify X with its image in X via this embedding.
By [48, §5] there is an equivalence of categories between the abelian sheaves on X
and the abelian sheaves on X. Given an abelian sheaf F on X , we will denote the
corresponding sheaf on X by F; it follows from the proof of [48 Theorem 1] that
F(W) = F(W) for any admissible open subset W of X.

Definition 4.1.1. Let X be a rigid analytic space, let U be an admissible open
subset of X and let F be an abelian sheaf on X.

(a) Let i: U — X denote the inclusion of the closure of U into X.
(b) Let Fy be the abelian sheaf on X defined by

Fg=i.i \F.

In the setting of Definition i1 is left adjoint to ., and the counit of the
adjunction gives a natural morphism F — Fz called restriction.

Note that j% is denoted ]}5 in [29, §2.3]. This construction is local, in the
following sense.

Lemma 4.1.2. Let X be a rigid analytic space, let U be an admissible open subset
of X and let F be an abelian sheaf on X. Let Y be another admissible open subset
of X. Then there is a natural isomorphism of abelian sheaves on Y

Fo)iy = (Fiy)vay-
Proof. Because Y is open in X, we deduce from [19, Chapter I, §1.6, Proposition

5] that Y N U is the closure in Y of Y N U = YNuU. Let f: Y < X be the open
inclusion. Applying the formula [29] (2.3.19)] with Z := U gives

Folw =1 Fp) = Uy = P —s = Fiv oy

Now use the equivalence of categories Ab(Y") 2 Ab(Y') mentioned above. O
The following result will prove useful later.

Proposition 4.1.3. Suppose that U is an admissible cover of X that is totally
ordered by inclusion and F is an abelian sheaf on X. Then the restriction maps
F — F for U € U induce an isomorphism
Proof. If U,V € U with U C V then, by [29, Proposition 2.3.6(iii)]
Fr= vy
and so it is easy to verify that there is a natural morphism F — lim F7 with the
—

connecting maps in the limit also given by restriction.
Moreover, by Lemma for U C V in U we can compute

Fvlv = (Flo)ay = Flu-
Since for all W € U there is V € U containing both U and W, {V e U | U C V}
is cofinal in U, and it follows that F|y = (lim ]—'7) |y for all U € U. Since U is a
—

cover of X the result follows. O
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We note that the proof above works whenever U is a directed set under inclusion;
that is whenever any two elements of &/ have a common upper bound in ¢ under
inclusion.

The operation F — Fz on Ox-modules behaves well with respect to tensor
products.

Lemma 4.1.4. If F and G are two O x-modules and U is an admissible open subset
of X then there is a natural isomorphism
(Fo)p=Ffr @ Gp
Ox

Ox)z
Proof. By [29, Proposition 2.3.10] we have
Fr=(0x)y ® F and Gp=(Ox)y ® G.
OX OX

Now tensor these together over (Ox ) and contract tensors. (]

We will now restrict to the case where X is an affinoid variety, and explain how
Fi7 is related to the more well-known operations in rigid analytic geometry.
Definition 4.1.5. Suppose that X is affinoid, and U = X (g—;, Z—i, e ,Z—g) is a
rational subdomain of X, where go, ..., g, € O(X) generate the unit ideal in O(X).
Following [22], Exercise 7.1.12(5)], for each s € y/|K*| such that s > 1, define

U(s):={a€ X :|gi(a)] < sl|go(a)] foral i=1,...,n}.

These slightly larger rational subdomains of X form a cofinal system of wide open
neighbourhoods of U in X, by [22, Exercise 7.1.12(5)(a)]. Note that this notation
is slightly misleading because the sets U(s) depend in general on the choice of

presentation U = X (le)’ Z—i, ey Z—Z) of U as a rational subdomain of X.

Lemma 4.1.6. Let V' be an admissible open subset of X. Then V contains the
closure U in X if and only if V' contains U(s) for some s € \/|K %] with s > 1.

Proof. Let r: X — .#(X) be the retraction map onto the Berkovich space .# (X)
associated to X. We claim that U = 7~ (.#(U)). To see this, note that .#(U) =

r(U) is closed in .# (X) because # (U) is compact and .# (X)) is Hausdorff; since r is

continuous this gives U C 7~ (.#(U)). For the other inclusion, let € r~(#(U))
so that r(z) = r(y) for some y € U. Therefore z € r~Y(r(y)) = {y}, by 48, Lemma
3.2ii], and thus z € @7§ U as claimed. B

It follows that V 2 U if and only if r~*(a) C V for all « € .#(U). Now, V D U
implies that V' is a wide open neighbourhood of U in the sense of [22] Exercise
7.1.12(4)]. Hence V contains some U(s) by [22] Exercise 7.1.12(5)(a)]. Conversely,
if V' contains some U(s) then V is a wide open neighbourhood of U so for all
a € 4 (U) we can find an open neighbourhood W, of 7~*(a) contained in V. But

then U =" (#(U)= |J 7 '(a)C |J W,CV asrequired. O

ac#(U) acA(U)

Lemma 4.1.7. Let F be an abelian presheaf on an affinoid variety X, let U be a
rational subdomain of X, and let ]-'5 be the presheaf

]-"[T] :Y—  colim  F(Y NU(s))
s€A/|K*],s>1
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on the weak G-topology of X. Then ]-"[TJ is a sheaf whenever F is a sheaf, and ]-"(T]
is acyclic whenever F is acyclic.

Proof. It Y :={Y1,...,Y,} is a finite affinoid covering of an affinoid subdomain Y
of X, and if s € \/|K*| and s > 1, then YV, := {Y1NU(s),...,Y,NU(s)} is a finite
affinoid covering of Y N U(s). Hence there is an isomorphism of augmented Cech
complexes

CeL IV, Fly= colim  C% (Vs F).
N v SEN/|KX|,s>1 &

The result follows, because cohomology commutes with filtered colimits. O

Theorem 4.1.8. We have F7 = ]—'5 for every abelian sheaf F on an affinoid variety
X and every rational subdomain U of X.

Proof. For every open subset V of C := 5, let
(i5LF)(V) = colim F(W)

pre
where the colimit runs over all open subsets W of X containing i(V) = V. This
defines a presheaf i};rlc]-' on C, and i~1F is the sheafification of this presheaf. We
will first show that

26 iSIF)NZNC)=  colim  F(ZNU(s
(26) (ip )(ﬁ)sem,s>l(m())

for every affinoid subdomain Z of X. Consider the open subsets W of X containing
ZNC. Clearly those W already contained in Z are cofinal; since ZNC' is the closure
of ZNU = ZNU in Z, Lemma tells us that the subsets of the form (ZNU)(s)
are cofinal amongst these. Now ([26)) follows since (ZNU)(s) = ZNU(s) for each s.

Because the functor Z — colimse\/w’s>1 F(ZNU(s)) satisfies the sheaf con-

dition with respect to finite coverings of Z by affinoid subdomains of Z by Lemma
and because the Z N C form a basis for the topology of C, now implies
that the values of i~'F agree with those of i;r}af" on these basic open sets.

Hence we can calculate that

Fr(Y) = (ii ' F)(Y)= (@ 'F)(YNC)= colim F(YNU(s
(Y) = ( )(Y) =( )(ﬂ)sem’m(ﬂ())

for every affinoid subdomain Y of X as claimed. (I

Theorem implies, in particular, that the sheaf F{r] in fact does not depend
on the choice of presentation of U as a rational subdomain of X. We also see that
we should think of F; as being the sheaf of sections of F overconvergent into the
complement of U.

Corollary 4.1.9. Let U be a rational subdomain of the affinoid variety X and let
F be a coherent Ox-module. Then the higher Cech cohomology of F4 is zero.

Proof. This follows from Theorem [£.I.8] Lemma [4.1.7] and Tate’s Acyclicity Theo-
rem [22] Theorem 4.5.2 and Theorem 4.2.2]. O
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4.2. The D;/t-module M(S,u,d)g. In this section we study a Kummer-type
finite étale covering of the rigid-analytic affine line minus finitely many rational
points. We recall that any K-scheme X of locally finite type has an analytification
X2 that is a rigid analytic space over K. The construction X — X?" is functorial
in X, and we refer the reader to [35], §1.6] or [16, §5.4] for more details.

We fix § = {ay,...,an}, a finite subset of K.

Definition 4.2.1. Given u € K(x) a rational function with factorisation in K (z)

n

u = )\H(a: —b)" € K(x)

i=1

for some \ € K*, pairwise distinct by,...,b, € K and non-zero integers ki, . .., ky.
The set of finite zeroes/poles of u is

Su):={b;|i=1,...n}.
We write vy, (u) = k; for i = 1,...n and vy(u) = 0 for b € K\{b1,...,b,}.
We fix u such that S(u) is a subset of S. Thus
u=A H(x — a)ve®
a€S

with the v,(u) integers that may be zero and some A € K*. We consider the open
embedding of rigid K-analytic spaces

ji=A—-8 < A:=(SpecK [z])*",
and we introduce the finite étale covering
f:Zu,d)—>A-S8
where
r—a, ' T—ap

[/ -w) "

Note that f.Oz(yu,q) is a free Oy s-module of rank d:

(27) Z(u,d) := (SpecK {x,

d—1
£ Oz(ua) = €D On—s2™.
m=0

Since f : Z(u,d) — A — S is étale, the discussion in shows that f.Oz(uq) is
in fact a Dy s-module, and that this is a decomposition of f.Oz, q) into a direct
sum of d line bundles with flat connection on A —S. Applying with u replaced
by u~™ shows that the Dy_ s-action on each summand in the above decomposition
is given by

mim v(l(u) m
(28) Oy - 2 _d<zm—a> 2™,

a€S

Our main goal in §£.2]is to study the following Ds-module.
Definition 4.2.2. Define M(S,u,d) := j.(Or_s2).

The other line bundles with connection Oy_gsz™ can be dealt with by replacing
u by 4™ so no generality is lost by restricting to the case m = 1.
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Definition 4.2.3. For each t € \/|K*| we define
UGS :=U,={z€A:|z—a|] >t forall aeS}
Clearly Uy is a subset of A — S, we have U; C Uy whenever t' < t, and
A-s=JU.
>0
We will study the D-module M(S,u,d) through its approximations M(S,u, d)z, ,
as t shrinks to zero: one can use Proposition to see that
M(S,u,d) = lim M(S, u, d)g, -
>0

We will give a proof of another form of this statement in Lemma 4.3.3
We assume until the end of §4.2 that t € \/|K*|.
Next let us see what the local sections of these objects M(S,u,d)z, look like.

Lemma 4.2.4. Let F be an abelian sheaf on A. Then

(Fg;)(X) = colim  F(XNUs).
v s€/|K*|,s<t

for every affinoid subdomain X of A.

Proof. Tt is easy to verify by looking at the C-points that

t t
vnvex (L)
T —a T —ap

Recall now the wide open neighbourhoods (X N Uy)(r) of the affinoid subdomain
X NU; of X from Definition We can now apply Lemma together with

Theorem to compute
F)(X) = (Fx)xsg(X) = colim  F((X NU)(r)).
(Fo)(X) = (Fix)xnae, (X) . (( £)(r))

But for any r € /|K>*| with r > 1, we have

h
(XNU)(r)(C) = [{y e X(C) 1t <rl(y — a;)|} = X N Uy,
=1
so (Fg;)(X) = colim  F(X NU) as required. 0
s€y/|K*|s<t

Corollary 4.2.5. We have M(S,u, d)g; = (On)g; 2 as sheaves of Oy-modules.

Proof. Let X be an affinoid subdomain of A and let s € y/|K*|. Since X N U, C
A\S, we see that M(S,u,d)(X NU,) = O(X NUy)z. So by Lemma [£.2.4]

(29) M(S,u,d)(X) = colim  O(XNUs) z. O
v sEN/|KX],s<t

Recall from Definition a) that A(td,/w)! is the G-topology on A which
consists of those affinoid subdomains such that r(X) < w/t. In view of Corollary
we see that X € A(td, /=) if and only if p(X) > t. The following technical
Lemma is necessary to prove Lemma [£.2.7] and Proposition [£:2.9]

Lemma 4.2.6. Let X be a (td,/w)!-admissible affinoid subdomain of A, and let
s € y/|K*| be such that s < t. Then 7(X NU,) < w/s.
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Proof. In view of Lemma [2.3.13] we can replace K by some finite field extension
and thereby assume that s € K*. Choose a disc D := Sp K(z/so) with so € K*
large enough to contain X and note that DNUs; = C(«, s) where $1 := 53 1= -+ 1=
spi=8,a9p=0and a; :=aqa; foreachi=1,...,h. Then X NU, —XﬁC(a,s) and

r(C(a,s)) = O] = = by Corollary S0
r(XNUs) =r(XNC(a,s)) < max{r(X),r(C(a,s))} = max{r(X),w/s}
by Proposition Our assumptions on X, s and ¢ imply that r(X) < w/t <

w/s, so max{r(X),r(C(«,s))} = w/s. O
Lemma 4.2.7. The D-action on the restriction of (O4)g- to A(td,/w)! extends
to ’D;/t.

Proof. Let X € A(t0, /w)T, we must show that the D(X)-action on (O ) (X)
extends to an action of D! iy J(X).

Let f € Op(X) and Q € DI /t( ). Then by Lemma [4.2.4f and Definition
d) we can find some s’ < ¢ and r > w/t such that f € O(X NUy) and
Q € D, (X). Choose s € y/|K*| such that

max{w/r,s'} < s < t.
Then f € O(XNU;) and 7 > w/s, 50 Q- f € O(XNUs) C Ogr(X) by Lemma[4.2.6]
and Lemma [2.3.12(a). Thus the D(X)-action on (O )z (X) extends to an action
of D;/t(X) as required. O

We assume for the remainder of that p1d.

Lemma 4.2.8. Let » > 0 and let Y be a 9, /r-admissible affinoid subdomain of
A — S. Then the natural D(Y)-action on O(Y)z extends to a D, (Y)-action.

Ox (u)

Proof. Since 0,(z) = 4 %=

z, the D(Y)-action on O(Y)z is given by

(Pv fZ) = 0'7«(9“71’(1(13))(]")2,

where 0,-1 4 was defined in Lemma [2.4.1] and o, was defined in Lemma [2.3.12
Thus to extend it to a D,(Y')-action it suffices to extend the automorphism 6,,-1 4
of D(Y) to an automorphism of D,.(Y); that this can be done is guaranteed by
Theorem 2.4.91 (]

This result enables us to extend Lemma [£.2.7] in the following manner.

Proposition 4.2.9. The D-action on the restriction of M(S,u, d)g- to A(td, /)T

extends to D; st

Proof. Let X € A(td,/w)! and suppose that f € M(S,u,d)g(X) and Q €
D;/t(X). Then by and Definition [2.3.9(d) we can find some s’ < t and
r > w/t such that f € O(X NUy )z and Q € D, (X).

Choose s € /|K*| such that

max{w/r,s'} < s < t.

Then f € O(X NUs)z so if the D(X)-action on O(X N Us)z extends to D, (X)
then Q- f € M(S,u, d)z(X).
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Now 7(XNU,) < w/s by Lemmalfd.2.6|and @ /s < r, so XNUj is 9, /r-admissible.
Hence the D(X NU;)-action on O(X NUs)z extends to D, (X NU;) by Lemma[4.2.8]
Since X and X N U; are both 0,/r-admissible, by Proposition b) there is a
ring homomorphism D,.(X) — D, (X NUy) extending D(X) — D(X NUy), and we
deduce that the D(X)-action on O(X N Uy)z extends to D, (X) as required. O

In the remainder of this section we will establish an explicit presentation of
M(S,u,d)g as a ’D;/t—module, assuming t € /|K*| is sufficiently small and a
positivity condition on the exponents of u.

Definition 4.2.10. We define

(a) Ag = a];[g(x —a), and

(b) Rs(u,d) = As0; — éa% Va(u) beSl_\[{ }(33 —b) = As(9, — § dlog(u)).

Note that Rs(u,d) € D(A). We will write R(u,d) = Rg(,)(u,d) and A = Agy).

Lemma 4.2.11. There is a complex of ’DL/t—modules on A(td, /w)T
/t fely® D;/t
Proof. Note that the restriction of M(S,u,d)g; to A(tO,/w)t is a D;/t—module
by Proposition The second non-zero arrow sends ) € D;/t to Q- z €
M(S,u,d);. By definition, Rs(u,d) = Asd, — 52?:1 Vo, (u) [Tj2i(x — a;) € D,
so Rs(u,d) € D;/t as well. A direct calculation shows that Rs(u,d)-z=0. O

0 — DL 5 M(S,u,d)g; — 0.

We will now carry out three local calculations that will be used to prove that the
complex appearing in Lemma [4.2.11]is exact, at least when the a; live in different
holes of Uy, and thus provides a finite presentation for M(u, d)g as a D; / ,-module.
The first shows that the restriction of the complex to U; is exact.

Proposition 4.2.12. Let Y be an (t0,/w)-admissible affinoid subdomain of Uj.
Then the following complex is exact:

st

;
0 DL (V) "

(V) 5 M(S, u, d)g7(Y) — 0.

Proof. Since Y is contained in Uy, u and A are both units in O(Y") and it follows
from Lemmafd.1.2|that O(Y)z — M(S,u, d)5(Y) is an isomorphism. By Corollary
2.4.11, Q — z Q 2! induces an automorphism 6,, 4 of D;/t(Y), then by Definition

4.2.10(b) and Lemma

0, 4(Rs(u,d)) = AD,.

Since A is a unit in O(Y"), we see that D;/t(Y) - Rs(u,d) = D;/t(Y) 0u.a(0y).
By construction of the rings D,.(Y), there is a direct sum decomposition of O(Y)-
modules: D, (Y) = O(Y) @ D,(Y) - 9, whenever r > w/t. Therefore we also have
the decomposition

DL, (V) =O(Y)® DL ,(Y)0u,a(0.)
and the result now follows easily. ([

We record an easy but important consequence of the proof of Proposition [4.2.12)
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Corollary 4.2.13. Let Y be a (td,/w)’-admissible subdomain of U;. Then the
O(Y)-module M(S,u,d)y;(Y) is free of rank 1, and it is simple as a D;/t(Y)—
module whenever Y is connected as an affinoid domain.

Proof. The first statement follows from the proof of Proposition |4.2.12

For the second statement it suffices to show that M(S,u,d)(Y) is a simple
D(Y)-module via restriction whenever Y is connected. Given the first part this
follows from [8 Lemma 4.3.2], because T (Y) is freely generated by 9, as a O(Y)-
module. O

Our next step is to prove that the complex in Lemma [4.2.11]is exact in the case
when |S§| = 1 under appropriate mild conditions on w. First we need a couple of
technical results to enable us to a make a certain estimate. Together, they amount
to a slightly more general version of [I2] Lemme 4.2.1].

Lemma 4.2.14. Suppose that V is a a reduced K-affinoid variety and f € O(V).
Then there is s € /|K|* with s < ¢ such that whenever g € O(V') vanishes on
V(t/f), g also vanishes on V (s/f).

Proof. We first consider the case where V' is irreducible so that O(V) is an integral
domain. Suppose first that V' (¢/ f) is non-empty. Then the restriction map O(V) —
O(V(t/f)) is injective by the proof of [I0, Proposition 4.2], so any choice of s will
do. On the other hand, if V(¢/f) = 0, then |f|v < t by the maximum modulus
principle, so choosing |f|y < s < t ensures that V(s/f) = () and yields the result.

In the general case, let Vi,...,V, be the irreducible components of V' and let
Ji = fjv, be the restriction of f to V; for each i = 1,--- ,n. Now, for each s <t
with s € \/|K*| there is a commutative diagram
o) OV (s/f)) oV (/1))

| |

1691 oVi) — l@l@(Vi(S/fi)) — 1691(9(%@/]%))-
The vertical arrow on the left is injective because V' is reduced. Hence the middle
vertical arrow is injective, because the restriction map O(V) — O(V (s/f)) is flat.

Since each V; is irreducible, we may find s; < t in /|K*| such that every
g € O(V;) vanishing on V;(t/f;) also vanishes on V;(s;/f;). By enlarging each s; if
necessary, we may assume that s = --- = s, =: s, say.

Suppose now that g € O(V) vanishes on V(¢/f). Then by the commutativity
of the diagram, gy, vanishes on V;(t/f;) for all i. Hence by the above paragraph,
g|v, also vanishes on V;(s/f;) for all i. Using the fact that the middle arrow in the
diagram is injective, we deduce that g also vanishes on V(s/f) as required. O

Lemma 4.2.15. Let V be a reduced K-affinoid variety and f € O(V). Suppose
moreover that (v,,) is a sequence in O(V) such that

(i) > v, T" € O(V)[[T]] has radius of convergence greater than 1/¢, and
n=0

(ii) the series ioj v, f7™ converges to zero in O(V (t/f)).

n=0
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m
Then, writing wy, := > v, f" € O(V) for each m > 0, the radius of convergence
n=0

of i wn,T™ € O(V)[[T]] is also greater than 1/¢.
m=0

Proof. By condition (i) we may choose r € \/|K|* such that r < ¢ and
lim |v,|y/r™ = 0.
n—oo

Thus we may define L := sup,>q|vn|lv/r" < oo and W := V(r/f). Because
If~lw < 1/r, we have |v,f "|lw < |vn|ly/r™ — 0 as n — oo, so the series
o0

> v, f77 converges in O(W) to an element w, say. Note that condition (ii) implies
n=0

that w vanishes on W (¢/f).

Using Lemma we may choose s € /|K|* with s < ¢ such that whenever
g € O(W) vanishes on W(t/f), g also vanishes on W(s/f). By enlarging s if
necessary, we may also assume that r < s. Thus, w5 = 0.

We cover V by its two affinoid subdomains V(f/s) and V(s/f). Noting that
wyy(s/5) = 0 because V(s/f) = W(s/f), we can estimate [w.,|v(s/f) as follows:

< sup Lr "™ L Ls™.
n>m

|Wmlv(s/p) = ‘ > o
n>m

Vi(s/f)
To estimate |wy,|v(f/s), We note that [v,|v(r/s) < [vn|y < L™ for all n > 0, so

Wi |v(f/s) < max |v, f™ "y, < max Lr"s™ " < Ls™
o<nm n

0<n<m
since 7 < s. Therefore |wy,|v = max{|wn|v(/s), |Wmlv/pH} < Ls™ and hence

[ee]
> w, T™ has radius of convergence at least 1/s. (]
m=0
We're now ready for our next local calculation, dealing with the critical case
when |S| = 1. Note that, in this case, if X € A(td,/=)" and a; ¢ X(K) then
X C Uy since if X splits over K’ then p(Xg) > t. Thus, given Proposition [4.2.12
we might as well assume a; € X(K).

Theorem 4.2.16. Suppose that X € A(t0,/w)’ and a; € X(K). Suppose also
that h = 1 and write a := a; and k = v, (u) so that u = (x —a)¥. Then the complex

(x) e pi

w/t

0— Dl

w/t

(X) = M(S,u, d)g(X) =0
is exact whenever £ ¢ N.

Proof. This is based on [12] Proposition 5.1.2(ii)], which Berthelot attributes to
Laumon. Recall that the sequence is a complex follows from Lemma Note
also that Rs(u,d) = R(u,d) since k # 0.

First we prove that the last non-zero map is surjective. To the end we consider

a typical element P = > P,0} € DL /t(X ) with P, € O(X). The required
n=0

convergence condition is that there is some r > w/t such that |P,|r" — 0 as
n — co. We furthermore compute that

(30) P.z= i <§L) n!P,(z—a)™" 2.

n=0
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Take an element g € M(S,u,d)(X)g;. Using , we can find some s € \/[K[¥
with s < ¢ such that ¢ = fz for some f € O(X NUs). Since O(X NUy) =
O(X)(s/(x — a)), we can find a sequence (b,) in O(X) such that

f= an(x —a)™" with nh_}ﬂ;o |bn]s™™ = 0.
n=0

Thus to prove surjectivity, it suffices to show that if |b,|s™™ — 0 as n — oo for
-1
some s < ¢, then 'Z’}(E) ’r" — 0 as n — oo for some r > w/t.

Now as noted in [30, Proposition 13.1.5, Corollary 13.1.7], the rational number
% is p-adic non-Liouville and so the radius of convergence of the series

2 n'(i)

n=0

—1
is at least o; that is sup,,>¢ ';,(2) ‘w” < oo for all w < w. Now, because s < t,

we can choose w such that ws/t < w < w. Then r :=w/s > w/t works.
Next we prove the injectivity of the first non-zero map. From Definition [4.2.10|(b)
we can see that

R(u,d) = (z —a)dy, — S
It follows from this that for every Q = i Q07 € D; / (X)) we have
n=0
() QR =3 (0= Q-+ e —0)@n1) 2

and so if @ - R(u,d) = 0 then

k
(n— 3)@71, +(x—a)Qn_1 =0 foral n=>0,
where a_; := 0. Since % ¢ N, an easy recurrence gives that a, = 0 for all n.
It remains to show that the kernel of -z is contained in the image of -R(u,d). So

we suppose that P = § P,0} € yall (X) satisfies P -z = 0, and deduce using
n=0

w/t
that

0 (g)mPn(x—a)” =0€0(X)g;CO (X <xia))

D (E)n!Pn (z—a)™ ™. Because & ¢ N by assumption, we can define
n=0

00 k -1
Q= ZO %82 where ¢, 1= {(Z) (n— Z)} b, forall n>0.

o0

n=

Let b, :

We wish to show that @ € D;/t(X). Granted this, it is an easy computation,
using (31), to check that Q - R(u,d) = P giving the result.
Since P € D;/t, there is some r > w/t such that |P,|r"™ — 0 as n — oo.

Moreover, for any s > w, |nl|/s" is bounded by Lemma [2.3.16| and ‘(k{ld)' <1
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o0
for all n since p { d. Thus, choosing s € (w,tr), we see that > (kr/td)n!PnT”
n=0
has radius of convergence at least r/s > 1/t in O(X)[[T]]. Now we may appeal
to Lemma [4.2.15) with f =  — @ and v, = (kéd)n!Pn to see that > b, T™
m=0

S} n
has radius of convergence greater than 1/t. Since % is non-Liouville, " L ~ has
n=0 d

X m kL .
radius of convergence 1 and as noted above 77;—, ( a ) has radius of convergence
n=0

w. Combining all of these estimates, we see that there is some u > w/t such that
|5 [u™ — 0 as n — oo as required. O
Next, we collect several basic facts about the linear differential operator Rs(u, d).

Lemma 4.2.17.

(a> RS(U,d) = A80u7d(8z>-

(b) Rs(u,d) = 0,54 4(0z)As-

(c) Let v € K(z) with S(v) C S. Then

RS(UU, d) = Hu,d(RS (1}, d))

Proof. (a) This follows directly from Definition [{.2.10[b) and Lemma [2.4.1]
(b) For any v € O(X)*, 0,4 4 is conjugation by v in D(X) by Lemma m
Applying Lemma together with part (a), we see that
euAgvd(aaﬁAS = eAg,d (au,d(ax)) As = ASQu,d(am) = RS(uv d)
(¢) We can compute
RS(UU, d) = Aseuv,d(az) = ASgu,d(av,d(aaz)) = au,d(RS('Uu d))
using part (a), Lemma and the fact that 6, 4 is O(X)-linear. O

Here is our final local calculation.

Proposition 4.2.18. Let Y € A(t0, /@)’ containing at most one a;. Then

‘Rs(u,d)
=5

0—DL (V) DL (V) =5 M(S,u, d)r(Y) = 0,

is exact, provided that v, (u)/d ¢ N.

Proof. If none of the a; live in Y then we’re done by Proposition So we may
suppose a; € Y(K) and define a := a;, k := v,,(u) and v = u/(z —a)* so that v is a
unit in O(Y). In particular 0, 4 induces an automorphism of DL / ,(Y") by Corollary

Moreover by Lemma c),
Rs(u,d) = 0,.4(Rs((z — a)*,d)).

Thus DL ,(Y)Rs(u,d) = DL ,(Y)0,.a(Rs((x — a)*,d)). Under 0} the DL, (V)-
module M(S, u,d)g(Y) corresponds to the D;/t(Y)—module M(S, (z—a)*, d)y(Y).
Now we can apply Theorem O

Definition 4.2.19. For ¢ =1,...,h let W; be the affinoid subdomain of A whose
C-points are obtained by removing the open discs {z € C | |z — a;| < t} for j # ¢
from the closed disc {z € C | |z — a;] < t}.
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We note that the condition ¢ < n;ém |a; — a;| means that each W; contains a; but
i£]
does not contain a; for i # j.

Lemma 4.2.20.
(a) Each W; is A(t9,/w) -admissible.
(b) Let X € A(t0,/w)', and suppose that
t < min{|a; — aj| : a;,a; € X(C) and @ # j}.
Then {X NWy,..., X NW;,, X NU;} is an admissible covering of X.

Proof. (a) We choose a finite field extension K’ of K such that ¢t € |K'|; then
W; x ¢ K’ becomes a cheese such that p(W; xx K') = t. Hence

T(WZ) = T(WZ XK KI) = w/t

by Lemma [2:3.13] and Corollary [2.3.17}
(b) Applying Lemma [2.3.13|and Corollary [2.3.17| again shows

w

X C) = X C)>——=1t.

p(X Xk C) = @w/r(X xx C) =i
Suppose that a € X(C) and |a — a;| < t for some i. If a; ¢ X(C), then because
p(X x g C) = t, the intersection of X (C) with the open disc of radius ¢ around a;
is empty. But |a — a;| < ¢t and a € X(C) — contradiction — so in fact a; € X(C)
whenever a € X(C) and |a — a;| < t. We will now show that
X(C)=(XnU)(C)u X NW)(C)U---U (X NW,(C).

Indeed, if a € X(C) — (X NU;)(C) then a € X(C) and |a — a;| < t for some 4,
so that a; € X(C) by the above. But if also |a — a;| < ¢ for some j # ¢, then
a; € X(C) by the above as well, and then

la; — a;] < max{|a — a;],]a —a;|} <t

contradicts our hypothesis on ¢t. So in fact |a — a;| > ¢ for all j # ¢ which forces
a € (X NW;)(C) and establishes our claim. Since {X NU;, X NW1,..., X NW;} is
a finite set of affinoid subdomains of X, which covers X on C-points, we conclude
that it is an admissible covering of X. ([

Here is the main result of

Theorem 4.2.21. Let X € A(t9,/w)!. Suppose that
o tc/|KX|and ptd,
o t <min{|a; —a;| :a;,a; € X(C) and i#j}, and
e k;/d & N whenever a; € X(C).

Then the complex of D; / ,(X)-modules

‘Rs (u,d)
0—DL ,(X) "=BY DL (X) = M(S,u,d)g(X) =0
from Lemma [.2.11]is exact.

Proof. Lemmald.2.20|(b) tells us that {XNU;, XNW1, ..., XNW;} is an A(t9, /w)1-
admissible covering of X. By Theorem and Theorem we know that
D;/t and M(S, u,d)g; are sheaves on A(td, /w)t with vanishing higher Cech co-
homology. Therefore it suffices to show that the sequence

0D, (1) S DL (V) 5 M(Su,d)g(Y) — 0
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is exact whenever Y is an intersection of any members of our covering; note that
this Y is still (td,/w)f-admissible. Since each member of our covering contains at
most one a; the exactness follows from Proposition [4.2.18 (]

Finally, we record a purely algebraic calculation which tells us how the the
relators Rg(y)(u,d) from Definition interact with the maps ¢ : D — ¢*D
defining the G-equivariant structure on D. Recall from §2.5] that B denotes the
subgroup scheme {g € GL;y : go1 = 0} of upper-triangular matrices in GLo. Recall

also the isomorphism g/ : D = g*D% from Corollary [2.5.6(b).
elg

Lemma 4.2.22. Let g € B(K), let W be an affinoid subdomain of A and let
ue K(x)nOW)*.

(a) We have g - RS(u)(u,d) = Q(g)lils(u)l RS(g~u) (g ez d)

(b) Suppose that W € A(d,/r)T for some r € R+q. Then

Proof. (a) By Lemma e), we have g- (z—2z) = o(g) }(x —g-2) for any z € K.
Therefore vy..(g - u) = v, (u), so S(g-u) = g - S(u) and

g8 =[] e@)@—g-2) =0lg) ™A,

2€8(u)
Because we also have g - 9, = 0(g)9, by Lemma e), Lemma gives
g- RS(u)(u7 d) = g-Aug- eu,d(aw) = Q(g)_ls(u)|Ag'u eg'u,d(g : 8w) |

= Q(g)17|s(u)|RS(gu)(g C U, d)
(b) This follows from part (a) and the commutative square (13).
4.3. Line bundles with connection on the local Drinfeld space. In we
work with the following data.

Notation 4.3.1.

(a) Q:=Pha — PL(F) is the the Drinfeld upper half plane,
) T=DnNQO,
(¢) 7: T < D is the open embedding,
) [-Z] € PicCon(Y)[p'],
)

We refer the reader to [8, Definition 3.2.1] for the terminology, and we fix a
D-linear isomorphism : L4 = Ox.

Definition 4.3.2. Let n > 0 be an integer.
(8) Vo= A\ U {lz—a| < [vp|"},
acOp

(b) T, :=V, ND,
(¢) Zn = j«(Lx), and
(d) hy, =gt

See Definition for the meaning of the sheaf Z5—on T.
We note that if S := {a1,...,an, } C OF is any set of coset representatives for
the group OF/W?,HOF, then V,, was denoted U(S)|r | in
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We also note that T, is the cheese obtained by removing h,, open balls of radius
|7p|™ from D with centres at aq,...,an, and {Ty}n>0 forms an admissible cover
of T totally ordered by inclusion.

Lemma 4.3.3. The maps j..Z — %, given by restriction induce an isomorphism
ju L = <h_m %, of D-modules on D.

Proof. Since j, is a right adjoint it commutes with limits, and so it suffices to show
that the restriction maps induce an isomorphism ¥ = h£ Z5— of D-modules on T.

Since the T,, forms an admissible cover of Y which is totally ordered by inclusion,
by Proposition the restriction maps induce such an isomorphism of abelian
sheaves on Y. It is easy to see that all relevant maps are D-linear. O

Note that there is a natural bijection
MY )\{Do} = Op /7" OF
sending D to D N Op for each D € h(T),)\{Doo}-

Notation 4.3.4. For each a € Op and n > 0, let D, ,, be the element of h(Y,,)\{Doo }

corresponding to a + ﬂfffl(’)p under this bijection.

We introduce the natural map abelian groups
M,,.q4: PicCon(Y)[d] = Mo(h(Y,),Z/dZ)
obtained by composing the restriction map
PicCon(Y)[d] — Con(Y,)[d]; £+~ ZL|r,
with the isomorphisms 64 and gy, 4 from [8) Definition 3.1.15 and Corollary 4.3.3):

0, O(T,)* KUY, ,d
Con () [d] ———=—— oy = Mo (h(Y0), 72) -
For each n > 0, there is a unique Z/dZ-valued measure on h(Y,) of total value
zero, whose value on each D, , is 1:

Un(Dom) =1+dZ forall a€Op, and v,(D)= —¢"Tt +dzZ.

Lemma 4.3.5. Let n > 0.
(a) Mo(h(Y,),Z/dZ)! is freely generated as a Z/dZ-module by v,.
(b) The restriction map 7,41 : Mo(h(Yps1),Z/dZ)] — Mo(h(Y,),Z/dZ)!
sends vy +1 to quy,.
(¢) Tpy1 is an isomorphism of Z/dZ-modules.
(d) The restriction map PicCon(Y)?[d] — Con(Y,)![d] is an isomorphism.
(e) PicCon(Y)![d] is a free Z/dZ-module of rank 1.

Proof. (a) The natural I-action on O /75! OpU{co} has two orbits: Op /7 Op
and {oo}. Therefore the natural I-action on h(Y,) also has two orbits, namely
{Dpn, : b€ Op}and {Dy}. If v is an I-invariant measure on h(Y,,), then it must
be constant on these orbits. If, in addition, it has total value zero, then we easily
see that v = v(Dg )V, as required.

(b) Fix b € Op. In view of part (a), the map r,, 1 must send v, to some integer

multiple of v,,. However the restriction map h(Y,4+1) = h(T,) sends Dy pent2e i
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to Dy, for each ¢ € Op, and the preimage of Dy, under this map consists of
precisely ¢ such holes. Hence 7,41 (Vpt1) = qup.
(c) This follows immediately from parts (a) and (b) since d and ¢ are coprime.
(d) For each m > n there is a natural commutative square

Con(Yi1)! Con(Y,)!

HTmJFl,doGdlZ :\LHTm’doed

Mo(h(Tm+l)? Z/dZ)I T MO(h(Tm)’ Z/dZ)I

Tm+1

whose vertical arrows are isomorphisms by [8, Corollary 4.3.4]. Using part (b) we
see that the top horizontal arrow is bijective. Hence the connecting maps in the
inverse system (Con(Y,,)?),>n are all isomorphisms, so the projection map

lim Con(Y,,)! — Con(T,)’
<‘

is an isomorphism as well. Next, we have PicCon(Y,,) = Con(Y,,) by [8, Proposi-
tion 4.1.11]. The family (Y,,)m>, forms an increasing admissible covering of T by
geometrically connected affinoid subdomains, so [8, Proposition 3.1.9] implies that
the restriction map

PicCon(Y)! — (li_mPicCon(Tm)I

is an isomorphism. The composition of this restriction map with the projection
PicCon(Y,,)! — PicCon(Y,,)! is the restriction map PicCon(Y)! — PicCon(Y,)!
in the statement of (d), and it is therefore an isomorphism as required.

(e) Use part (d), [8, Corollary 4.3.4] and part (a). O
Definition 4.3.6. Let X be an affinoid subdomain of D. A section # € .%,(X) is
said to be an algebraic generator if there exists u € K(z) such that
(a) Zux = (Ox)xav
(b) ¥(£%) = u,

(¢) S(u) C F (see Definition for this notation),
(d) |a—=>b] = |rp|™ for all a # b € S(u) N X, and
(e) ) &N for all a € S(u) N X.

We call u the associated rational function.
We will now prove that algebraic generators exist.

Theorem 4.3.7. Let X be an affinoid subdomain of D.

(a) Let S C OF be any set of coset representatives for the group Or /7" 1O
and let (ku)qes be a family of integers such that for all a € S we have

k
(32) Ea ¢N and M, 4([Z])(Dan) = ke + dZ.
Then there exists an algebraic generator z € %, (X) with associated ratio-

nal function of the form

u:)\H(x—a)k“ for some e K*.
a€S

(b) Algebraic generators always exist.
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Proof. (a) Using Lemma we can see that if Z € £, (D) is algebraic generator
then Z|x is an algebraic generator with the same associated rational function and

so we only need to consider the case X = D itself.
Let ug := [] (x — a)** € O(Y,)*. Then the assumption 1' tells us that
S

ac

pr, a(uo K> O(Y0)* %) = My a([Z]) = pr,.a(0a(L]x,)-
Since py, 4 is an isomorphism, we see that
(33) 04(ZL)r,) = ug K*O(Y,)*?

Write § = {aq,...,an, }, choose an integer ¢ coprime to p and define

In+1 In+1
T T
Vi=SpK({x, —£ — ... L .
P < (@ —a1)! <x—ahn>8>

This is a K-form of the C-cheese V¢ obtained from D¢ by removing the open balls
of radius |7TF|”+% around the a;. Observe that V is a wide open neighbourhood of
T,, contained in Y, ;1. Since V and T,, are geometrically connected, we have the
following commutative square whose vertical arrows are given by restriction:

0

Con(l‘/)[d] ; O(V)X/leo(\/)m
Con(T,)|d] - O(Y)* /K*O(Ty)

We claim that 7, is injective. Assuming this, and noting that ug also lies in O(V')*,
it follows from (33) that 04([Z|v]) = ueK*O(V)*? inside O(V)*/K*O(V)*4
Using the construction of 6, given at [8, Proposition 3.1.14], we can find a section
2 € £(V) and some A € K* such that Z(V) = O(V)z and ¥ (:%9) = u := Aug.
Since V' is affinoid and & is a coherent O-module, in fact we also have .Z{, = (’)|Vz

Since V' is a wide open neighbourhood of T,,, i.e. V contains the closure of Tn, we
may view Z as an element of %, (D) and deduce that .2, ;p = (Op)y2.

Finally, v,(u) = k, for all @ € S. As none of the k, can be zero, given the
assumption that %‘1 ¢ N for all a € S, we have S(u) = S and this is contained
in Op. We now see that Definition [1.3.6(c,d,e) is satisfied and # € Z,(D) is an
algebraic generator, once we have checked the injectivity of r,, claimed above.

1

Let L = K(nf). Then in the notation of [8 Definition 4.1.1], V7, is isomorphic
1

to the L-cheese Cr(0,a1,- -+ ,ap,, L, mpm ©) - 7TF+Z) as an L-affinoid variety. The

map 7, appears in the following commutatlve diagram:

Hvy, .d

O(V)* /KX O(V)*4 ——— O(V1)* /L*O(V1)* ———= Mo(h(V1), z)

| |

O(Tn)* /KX O(Ty) " —— O(Tp 1) [L*O(T, 1) 75 Mo(h(Tn 1), 5)-

n,L:d

Since |h(VL)| = |h(Th,L)| = hn, the vertical arrow on the right is bijective. Since

Wy, 4 is an isomorphism by [8, Corollary 4.3.3(c)], it remains to show that the first
horizontal arrow in the top row is injective, or equivalently, that

LXO(VL)*? n O(V)* € KXO(V)*4
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Let S denote the subgroup of O(V)* generated by = — a1, ,x — ap,. View S
also as a subgroup of O(Vy)*. Applying [8, Proposition 4.1.10] to V,, we have

oWVy) =0(WVy)**-L*-8S.

Now L* = L** - K* . ﬂ?z because L = K(ﬂf@) is a totally ramified extension of
K. Using [8, Lemma 4.3.2(a)] we then see that

LXO(Vy)*d = niZ. OV ) - K*?. g9,
Since K*451 C K*O(V)*?, by the modular law it remains to show that

TPO(VL) X N O(V)* C KX O(V)*
Let ¢ € K be a primitive ¢** root of unity and let M := L((), a Galois extension
d

of K with Galois group G. Let u € 7TFZ(’)(VL)X “NoWw ) Then w is fixed by the
natural action of G on O(V),) and we can wrlte u = 7TF £ (1 +¢) for some m € dZ
and € € O(V)°°. Choose o € G which sends 7TF to (7TF, then

m m 5 ]. €
o)1+ o) =mf (1+), so ("= (’Z{) — i € O™

Since p # £ and (¢(™)¢ =1, it follows from [8, Lemma 4.3. 2( )] that ¢™ = 1. We

conclude that ¢ | m. Therefore 7TF € K* and e = 7 “u—1 € O(V). Since
e € O(V5)°°, we see that e € O(V)°° and u € K*O(V)**. Applying [8, Lemma
4.3.2(a)] again shows that u € K*O(V)*? and completes the proof.

(b) Choose any set S of coset representatives for 7T"+1(’) r in Op, and choose any
family (¢,)qes of integers such that Mn,d([f])(aJrW?ﬁlOF) =L 4Zforalla€esS.
Let M be any positive integer such that M > max,cs ed and let k, := ¢, —Md <0
for all a € S. Then % ¢ N and % +7Z = %4—2 for all @ € §. We can now apply
part (a) to the family of integers (kq)qes to conclude. O

We recall the Definition of M(S,u,d) for any u € K(x) with S(u) C S.

Proposition 4.3.8. Let X be an affinoid subdomain of D and S, be a set of
coset representatives for the group Op/ W?HOF. Moreover, let 2 € %,(X) be an
algebraic generator, with associated rational function w, such that S(u,) C S,.
There is a Dx-linear isomorphism

(M(Snaumd)vin) i fn\x

|X
which sends z to 2.

Proof. By Corollary applied with ¢t = |7p|™, and by Lemmam we have

(M(Snyuns d)y) Ix = ((On)v) |Ix2 = (Ox)vax2-

By Definition a) we know that £, x = (Ox)xmy 2. Hence sending z to 2
defines an Ox-linear isomorphism

(M(Snstin, d)v) 1 — Ljx-

| X
The fact that 1(2¥?) = u,, implies that this isomorphism is in fact D-linear. O
We are now in the situation of and can begin to reap the rewards.

Definition 4.3.9. Let n > 0.
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(a) D,, will denote the G-topology D,, := D(|7p|"0, /=) on D.
(b) 2, will denote the sheaf D! on D,.

w/|rp|"
In view of Corollary and Lemma[2.3.13] we see that an affinoid subdomain
X of D lies in D, if and only if p(X¢c) > |7r|®. We note the following flatness
properties that follow from work done in
Lemma 4.3.10.
(a) Zn(X) is a flat right Z,,41(X)-module whenever X € D, 4.
(b) 2,(Y) is a flat right 2,,(X)-module whenever Y C X in D,.

Proof. This is a consequence of Theorem [3.2.1 g

Corollary 4.3.11. The natural action of the sheaf of finite order differential op-
erators D on the restriction of .%,, to D,, extends to Z,.

Proof. Let S,, be any set of coset representatives for the group Op /7"t Op. The-
orem [4.3.7) and Proposition together give us a Dp-linear isomorphism

M(Sps i, d)yr — L.
We can now apply Proposition with ¢ = |mp|™ to transport the Z,-action on
M(Sp, un, d)y- to £, along this isomorphism. O
Recall the relator Rg(,)(u,d) from Definition 4.2.10(b).

Corollary 4.3.12. Let X € D,, and let 2 € %, (X) be an algebraic generator, with
associated rational function u,. Then .Z,(X) is a finitely presented Z,,(X)-module:

LX) = Dn(X) - 2= Dn(X) ) Dn(X)Rs(u,) (Un, d).
Proof. By Proposition there is a Dx-linear isomorphism
(M(S(un),un,d)vn)lx — (Z)|x

sending z to 2. Note that |a — b| > |7p|™ for all a # b € S(u,) N X by Definition
d) and ¢ N for all a € S(up,) N X by Definition e). Now we may
apply Theorem [4.2.21| with ¢ = |7 p|™. O

4.4. Local irreducibility. We assume throughout §4.4] that our ground field K
is discretely valued, with uniformiser mx and residue field k. Let X be an affinoid
subdomain of the closed unit disc D obtained by removing finitely many open discs
of radius 1 not containing the point = 0. Thus
1 1
D R

b
T — a1 T — Qu

for some aq,...,a, € K with |a;| = -+ = |a,,| = 1. We also consider the case
where v = 0 when X = D. The main result of §4.4]is the following

Theorem 4.4.1. Let A € K\Z and let X be as above. Then the DL (X)-module
DL(X)/DL(X)(x0 — \) is simple if A\ € Z,, and zero otherwise.

Let 2 := Spf O(X)° and note that 2" is the formal completion of the punctured
affine line Spec K° [a: L_ ... L ] along its special fibre. Recall Berthelot’s

Jx—ay? P r—agq

ring @;T?@(% ) of level-m arithmetic differential operators on 2" for some fixed
integer m > 0 from [I3] p. 46, (2.4.1.4)].
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Definition 4.4.2. For each A € K, define

2% _
M) =20 e con(Z5).
5 (x0 — N) e

We will actually prove the following stronger statement.
Theorem 4.4.3. Let A € K\Z, let 2 be as above and let m > 0. Then the

—~ p™—1
.@g()@(%)—module %(m) ()\)(%) is Simple if e : i+meO7 and zero otherwise.

1=

The following elementary statement may help to explain the sets appearing in
Theorem [4.4.3]

m

oo pt—1

Lemma 4.4.4. We have Z, = (| U i+p"K°.

m=0 =0

Proof. Certainly the forward inclusion holds. On the other hand, if A ¢ Z, then
because Z,, is compact and K is Hausdorff, we can find m > 0 sufficiently large so

-1

P
that [\ —a| > [p™| for all a € Z,. Then A ¢ |J i+ p"K°. O
=0

Proof of Theorem [[.7.1. Write D := DL (X) and D,, := @gﬂ?@(%) for each m > 0.

Let r,, := \pm!|ﬁ; then by Theorem there is a (not necessarily isometric)
isomorphism of K-Banach algebras D,, = D, (X). Because the sequence of real
numbers r,, approaches w as m — oo, it follows from Definition d) that
D = colimy, >0 Dy,

p"—1
Suppose that X\ ¢ Z,,. Then by Lemma{.4.4 X ¢ |J i+p™K° for some m > 0,
i=0

and then M,, := .# (™ (X\)(Z) is zero by Theorem 4.4.3] Therefore D/D(zd—\) =
D ®p,, M, is zero as well.

Now suppose that A € Z,. Since colimits are exact, the D-module M :=
D/D(xd — A) is the colimit of the D,,-modules M,, = D,,/D,,(xd — X). Note
that the image of the canonical generator v, of M,, inside M equals the canonical
generator v of M. Now given any non-zero w € M, because M = colim,,>¢ M, we
can find m > 0 such that w is the image in M of some non-zero w,, € M,,. Since
A\ € Zy, My, is a simple D,,-module by Theorem and Lemma [£.4.4] we can
find @,, € D such that Q., - wy, = v, in M,,,. Hence Q,, -w = v in M. So any
non-zero D-submodule of M contains v and is hence equal to M. O

We will now use Berthelot’s theory of Frobenius descent to reduce Theorem [4.4.3]
to the case m = 0. Let ¢ := p™, let ' be a new local coordinate and let 2" be
the formal completion of the punctured affine line Spec K° [m’ , rla‘{’ e 7@]
along its special fibre. There is a natural lift of the relative Frobenius morphism

F: 2 -2

which sends ' € Qg to 29 € Oy and which is completely determined by this
property as a morphism of formal K°-schemes. In this situation, Berthelot’s Frobe-
nius descent theorem, [I5] Théoréme 2.3.6], tells us that the functors of Frobenius
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pullback and Frobenius descent
o coh(.@{é?,) — coh(.@gfn)), N = Og ® A, and
F? : coh(29)) — coh(2D), %H(.@(O, ® 0V> ® M
- 2§

are mutually inverse equivalences of categories, where 0%, := Homo 0 (O, Og1).
These equivalences extend in a natural way to p-adic completions

Ff. coh(@gf)) = coh(g(oz) and F": coh(@%’f) ) = coh(.@(o) 0)

which, abusing notation, we will denote by the same symbols. We are now in a
position to be able to compute the Frobenius descent of .2 (™) ()).

Proposition 4.4.5. Let A € K and set \; := % for each i =0,...,¢q — 1. Then
q—1 _@(0)

Fia ™) =2 P —=5— 2
(A (N) iE_Bo@?/,@(w’a’—Ai)

where &' € Ty is the unique derivation such that ¢'(z’) = 1.

Proof. In [15, Proposition 4.1.2(ii)], Berthelot established a canonical isomorphism
of @g/n)—bimodules

O:FF9Y) =0y &2 7% 2 0y = 4
.9,”/

We will use the following explicit description of @ due to Garnier [24]; we will follow
the clear exposition of Garnier’s results found at [4], §2.2]. Note that Qg is a free
O g--module with basis {1,z,--- ,2971}; let {0y, 01, -+ ,0,_1} be the dual basis for
O so that

qg—1
O ® 7% » Oy = D0y 0,
O g 4,j=0
Then the isomorphism @ is defined as follows:

o (D(m'®Q®9)—a:Q°Hx Jforaner@ 0) and 0 < i,j < g, where

Z Z (€ —1)kzkolHl € @L(,;L):E ~* is the Dwork operator, and
12y =

e () — (Q° is the non-unital ring homomorphism @(0) @g) determined
by the rules 1° = H, (¢')° = 2%H and (0')° = (qz?~ 1) L1oH.
Note that (2/0")° = 29(qxd~1)"10H = %xaH. Therefore

, /1 A —i | , 4
P(2' @ (/0 — ) ®0;) = <fx8H - ZH) Hi™' = =(z0 — N)z'Ha™"
q q q
for any i = 0,...,q — 1, where we used the relations z’(zd) = (20 — i)z’ and
=1 . —~
H? = H. Because . z'Hz "=11in _@g/n) by [24, Proposition 2.5.1], we see that
=0

(34) & (xa A) qix (20— \) @ 0.
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By the Frobenius descent theorem, [I5, Théoreme 2.3.6],

—~ bp—! —~
gy T pepg) = EB.@ 0 ®0;

which is a free left @\(0) g-module of rank g. By definition, .# (™) ()\) is the cok-
ernel of right- multlphcatlon by =2 on @gg - Using , we conclude that

F8(# (™) (X)) is the cokernel of the ‘diagonal’ left @Eag), -linear endomorphism

q—1 q—1 q—1
EB (@0 - X\)©1: PPy o @0 P Ty g ®0;.
=0 7=0 7=0
The result follows. O

Corollary 4.4.6. Let A € K.
q—1 —~
(a) IfA¢ |J i+ qK®, then 20 — X is a unit in 25" and .2 ™ (X) = 0.
i=0 ’

(b) Otherwise there exists a unique integer ¢ such that 0 < ¢ < g and A €
i+ qK°, and then

79

FE(a ™ () _ LI—
9'(32')/7(@(1'/8/ - %)

1%

Proof. (a) In this case, \; = % ¢ K°foralli=0,...,qg—1, so |\;] > 1 for all 4.
But then /0’ — A; is a unit in @ég),’(@, so F&(.#/(™(\)) = 0 by Proposition m
So 4™ (\) = 0 and 20 — X is a unit in @?g because F? is an equivalence of
categories. ’

(b) Note that if 0 < ¢ < j < ¢, then ¢ does not divide j — 4, so |j — i| > |q|-
Hence (i + ¢K°) N (j + ¢K°) = 0, and if A € i + ¢K° then A ¢ j + qK° for any
other j. This means that |\;| > 1 whenever j # 4, and then 2’0’ — A; is a unit in
.@;9),’@ as above. Now apply Proposition ([

We now assume that m = 0 and focus on the algebra D := @ég)(% ), which is
mr-adically complete and separated. It is a lattice inside the Tate-Weyl algebra

Dy = @%?),Q(%). If I is a left ideal in D, then we say that I is mx-closed if the
K°-module D/I is torsionfree, or equivalently, if I = I'x N D.

Lemma 4.4.7.

(a) The algebra D is Noetherian.
(b) Let J < I be two left ideals of D and suppose that I is mx-closed. Then
I+ 7D =J+ ngD implies that I = J.
Proof. (a) D := D/mkD is the skew-polynomial ring B[0; L] where
1 1
B::k{x, — — | = O(Z xko k)

r— o T — g

and a; denotes the image of a; in the residue field k£ of K°. Since k is a field, both
B and D are Noetherian rings || The associated graded ring of D with respect to

LThis uses the assumption that K° is a discrete valuation ring.
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the mr-adic filtration is isomorphic to a polynomial ring D[s] and is therefore is
Noetherian. Hence D is Noetherian by [33, Chapter 11, §1.2, Proposition 3(1)].
(b) Note that I Nmx D = w1 since I is mx-closed. Hence, by the modular law

:IO(I—F?TKD)ZIﬂ(J—FTI'KD)ZJ—I—(IQWKD):J—F?TKI

Now [ is finitely generated by part (a), and 7x lies in the Jacobson radical of D
because D is mi-adically complete, so I = J by Nakayama’s Lemma. (]

We will assume until the end of that \ € K°.

Lemma 4.4.8. Let I be a mx-closed left ideal of D containing ¢ := £d — A. Then
I is stable under the operators F, := (ad(rfa)) : D — Dg for all n > 0.

Proof. We first consider the case where I = D itself. For any f € O(Z") and any
m > 0 we calculate ad(x0)(f0™) = [z0, fO™] = (0 —m)(f)0™. Therefore for any
n > 0 we see that

(35) (ad(;c@) (fom) = (m@; m) (f)o™ = Z (n_in) 2 9l(f) o™

=0
ad(zd)

n

which implies that ( ) preserves D as required. Now, ad(z0) = ad(t). Letting

ad(t) ) := ad(t)(ad(t) — 1)--- (ad(t) —n + 1) = n (adn(t)>

we see that ad(t);,)(D) C n!D. Returning to the general case where I is not
necessarily equal to D, note that ad(¢)(I) = [¢, I] C I because ¢ € I by assumption.
Hence

ad(t)[n} (I) CInn!'D=n!I
because D/I is torsionfree. Dividing through by n! we conclude that I is stable
under (ad(t)) = (ad(?fa)) as required. O

n

Proposition 4.4.9. Let I be a wx-closed left ideal of D properly containing Dt.
Then for some n > 0, either 2™ € I + 7D or 9" € I + 7 D.

Proof. Let I := (I + nxD)/mrD. Since I is mx-closed, we see that I strictly
contains Dt = (Dt + g D)/mxD by Lemma ). Now I is a left ideal in
D = B[0; 4] which is an Ore localisation of the Weyl algebra W := k[z][0; -] at
the Ore set consisting of powers of the polynomial H?Zl(x —@;). Therefore, by [36,
Proposition 2.1.16(iii)], I = D - J where J := I N W; note that J strictly contains
Wt because I strictly contains D?.

Now, W/Wt is a k-vector space with basis {vy, : m € Z} where vy, := ™ + Wt
if m>0and v, := 0™+ Wtif m < 0. It follows from that

E,(vy) = (m) vy forall m>0,meZ.
n

Pick a non-zero element v € J/Wt ; then we can write u as a finite sum
u= E U Uy
MmEZ

for some w,, € k, not all zero. Suppose that in fact uw, # 0 for some r € Z.
The binomial coefficients (Z) form a basis for the ring of locally constant k-valued
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functions on Z,. We can find such a function, € say, such that ¢(r) = 1 and ¢(m) = 0

N
for all m € Z\{r} such that u,, # 0. Write ¢ = >~ €,(?); then
0

n=

N N
m
(Z enEn> (u) = Z Z enum(n>vm = Z U Vm€(m) = U, vy,
n=0 n=0meZ MmeEZL

Now E,(J) C J for all n > 0 by Lemma so u,v,. € J/Wt. Since k is a field,
we conclude that v, € J/Wt and the result follows. O

Corollary 4.4.10. Let I be a mx-closed left ideal of D properly containing Dt.
Then either

(a) there exist an,ap—1,---,a9 € K°(9) with a,, # 0 and

anx™ + ap_12" 4+ +ax+ag €I, or

(b) there exist an,an—1, - ,a0 € O(Z") with a,, # 0 and
O™ + Ay 10" L+ a0+ ag € 1.

Proof. By Proposition we know that either 7% € T or @ € T for some n > 0.
Suppose first that Z" € I, and let S := {1,z,--- ,2"~'}. Because the image of S
in B/BT™ spans it as a k-vector space, its image also generates D/Dz" as a k[d)-
module; hence its image in D/I = D/I generates it as a k[d]-module. Since D /I
is w-adically separated by Lemma M(a) and [33, Chapter II, §1.2, Theorem
10(1)], we conclude using [33, Chapter I, Theorem 5.7] that the image of S in
D/I generates it as a K°(0)-module. Hence we may write 2™ as a K°(0)-linear
combination vectors in this image, and hence (a) holds. Alternatively, if 8" €T then
the same argument using T := {1,8,--- ,0" "1} instead of S and O(Z") instead of
K°(0) shows that (b) holds. O

Proposition 4.4.11. Let I be a mx-closed left ideal of D properly containing Dt
and suppose that A € K°\Z. Then either I N K°(9) # {0} or INO(X") # {0}.

Proof. Let vy be the canonical generator of D/Dt and let m > 1. Then

9-xmvy = Ox-x™ oy = (2™ 10z + [0z, 2™ Y]) cwy =
= 220+ 1+ (m—1))vy = (A +m)z™ tu,.

It follows that for any a € K°(9) and any m > 1, we have
d-ax™ = a(\+m)z™ ' mod Dt.

Suppose now that a,2" +a, 12" 1 +---+a;z+ag = 0mod I, for some a; € K°(d)
with a,, # 0 and n > 0 least possible. Suppose for a contradiction that n > 1. Then
0=0-0=0- Z amx™ = Z am(A+m)z™ 1 +0ap modI.

m=0 m=1
Since A ¢ Z and since K°(0) is a domain, we see that a,,(A +m) # 0, so this
congruence contradicts the minimality of n. Therefore n = 0 and INK°(9) # {0} as
claimed. Otherwise, by Corollary[4.4.10, we have the congruence a,,0"+a, 190"+
-+ +a10 + ag = 0mod I for some a; € O(Z") with a,, # 0. A similar calculation
shows that

(36) z-ad™ =a(A—m+1)0™"" modDt forall m>1,a€ O(Z)



GLOBAL SECTIONS OF EQUIVARIANT LINE BUNDLES 69

and using this congruence we conclude using a similar argument that in fact we can
choose n = 0 and therefore I N O(2") # {0}. O

Corollary 4.4.12. If A € K°\Z, then the only mx-closed left ideal I of D properly
containing D(zd — A) is D itself.

Proof. Every non-zero ideal in the Tate algebra K () is generated by a non-zero
element of K[J]. So, if I N K°(9) is non-zero, then Ix N K[J] is non-zero. Clear-
ing denominators, we may even assume that I N K°[9] is non-zero. By applying
an appropriate linear combination of the Euler operators E,, as in the proof of
Proposition to a non-zero element of I N K°[9], and using the fact that I is
m-closed, we see that 9™ € I for some n > 0. Choosing n minimal possible and
using the relation together with the fact that A ¢ Z, we see that n = 0 and
hence 1 € I.

Otherwise, by Proposition we know that I N O(Z") is non-zero. Again,
every ideal in the affinoid algebra O(X) = O(Z")k is generated by a non-zero
element of K[z], and we similarly conclude that 1 € I. O

Proof of Theorem[[.4.3 Corollary a) tells us that .2 ™) (\)(Z") is zero if \ ¢
m_1
U i+p™K?°, so we may assume that A does lie in this union. Then we can apply
i=0

7%
Corollary [4.4.6(b) to see that F#(.#(™ ())) is isomorphic to —gr—2r2
7D, @0 =)

for

some uniquely determined ¢ € {0,1,...,p™ —1}.

Since F! is an equivalence of categories by [15, Théoreme 2.3.6], it is enough to
prove that F?(.# (™ ()\))(2") is a simple @\g)/’@(%')—module. Note that % ¢7
because A ¢ Z by assumption, so we have reduced the problem to the case where
m = 0. But now .#(\)(2) = Dg/Dx(xd — \), which is a simple Dg-module
by Corollary O

5. GROUP ACTIONS AND EQUIVARIANCE

5.1. The crossed product and the secret action. We recall some constructions
from [9 §2.1]. Let L be a commutative ring, let S be an L-algebra and let G be a
group acting on S by L-algebra automorphisms from the left. We denote the result
of the group action of g € G on s € S by ¢g-s. The skew-group ring S x G is a free
left S-module with basis G, and its multiplication is determined by

(37) (s9)-(s'g") = (s(g-5"))(gg") forall s,s €S, g,g€G.
The skew-group ring satisfies the following universal property.
Lemma 5.1.1. Suppose that U is an L-algebra, o: S — U is an L-algebra homo-

morphisms and p: G — U* is a group homomorphism such that

1

p(g)a(s)p(g)™ =o(g-s) forall g€ G and s € S.

There is a unique L-algebra homomorphism o x p: S ¥ G — U such that

(o0 X p)(se) =o(s) for all s € S and (0 % p)(1lg) = p(g) for all g € G.

Proof. 1t is straightforward to verify that o x p must be the L-linear extension
of the map sending sg to o(s)p(g) and that by this is indeed an L-algebra
homomorphism. [
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Definition 5.1.2. Let S x G be a skew-group ring. A trivialisation is a group
homomorphism 8 : G — S* such that for all g € G, the conjugation action of
B(g) € S* on S coincides with the action of g € G on S.

Definition 5.1.3. Let N be a normal subgroup of G, and suppose that §: N — S*
is a trivialisation of the sub-skew-group ring S x N.

(a) We define

Sxd
(SxG)-{B(n)"'n—1:ne N}
(b) We say that 8 is G-equivariant if

Bn)=g-B(n) forall g€ G and n € N.

Here 9n := gng~! denotes the conjugation action of G on N.

SX%G::

Note that S x5 G is a priori only a left S x G-module.
Lemma 5.1.4. Suppose that N is a normal subgroup of G, and that §: N — §*
is a G-equivariant trivialisation. Then
(a) S xf\, G is an associative ring.
(b) S N]B\, G is isomorphic to a crossed product S * (G/N).
Proof. This is |9, Lemma 2.2.4]. O

We will now place ourselves in the following situation.

Hypothesis 5.1.5.
(a) G is a group, S and S’ are L-algebras,

)

(¢) f:5 — Sisa G-equivariant L-algebra homomorphism,

(d) H' < H are two normal subgroups of G,
) B: H— S* is a G-equivariant trivialisation of the G-action on S,
)

(g) f(B(W))=p0(N)forall k' € H'.

It follows from [0, Lemma 2.2.7] that the ring homomorphism f : S’ — S extends
to a ring homomorphism f x1:.5’ xfl, G—S ><1§{ G. To aid legibility, we will now
drop the trivialisations 8 and 3’ from the notation.

Lemma 5.1.6. Let M’ be an S’ x g G-module. Then there is an action of H on
M := S ®g M’ by left S-linear automorphisms, given by
hx(s@m/)=sB(h) "' ®@h-m' forall he H,scSm M.
The restriction of this action to H' is trivial.
Proof. We will first check that the formula makes sense, that is h x (ss’ @ m') =
hx(s® s'm’) holds for all ' € S’, s € S, h € H and m' € M'. We have
(ss)B(R)"t@h-m' = spB(h)~" B(h)s'B(R) ' @h-m'=

sBh)"Hh-sY@h-m' =

= sBh)t@(h-s)(h-m') =

= sBh)t@h-(sm)
as required. It is straightforward to verify that the given formula defines a left
H-action on M by left S-linear automorphisms. Because M’ is a S’ x g G-module,
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by Definition a) we may view it as an S’ X G-module where h'-m/ = §'(h’)-m’
for all B’ € H and m’ € M’. So if b’ lies in H' then by Hypothesis |5.1.5(g),

B @ ! = sf(F W) @ W ! = 5 §(W) - (W m) = s @
and hence M x(s@m’) = s@m/ for all ' € H', s € S and m' € M’ as claimed. O

Definition 5.1.7. Let M’ be an S’ xg G-module. We call the H-action on the
S-module S ®g' M defined in Lemma the secret H-action.

It follows from Lemma that via the secret H-action, S ® g M’ is naturally
a left S[H/H']-module. We will use the notation
. S ®g M’
{hxv—v:iveES®s M',he H}

to denote the module of left H-coinvariants of S ® g M’ under the secret H-action.

(S®s M)y

Theorem 5.1.8. For every S’ ® g G-module M’, there is a natural isomorphism
(SxgG) © M = (S®s M)y
(8% 41 G)

of left S-modules.

Proof. Let [v] denote the image of v € S®g M in (S ®s/ M') . Consider the map
a: (SxG)x M — (S®g M')g given by (sg,m’) — [s®g-m/] for s€ S,g € G
and m' € M'. Let s€ S,g € G,h € H and m’ € M’. Since
a(sgB(h),m') = a(sB(Yh)g,m') = [sB(7h) © g - m'] =
= [s®@%h-(g-m)] = [s @ (gh) - m'] = a(sgh,m)

we see that « is zero on (S xG){B(h)—h : h € H} x M’ and therefore descends to
amap @: (Sxyg G)x M — (S®g M')g. Recalling from [9, §2.2(3)] that sy(g)
denotes the image of sg € S x G in the crossed product S x gy G, we see that @ is
given by a(sy(g),m’) =[s®@g-m/] forall s € S,g € G and m' € M’.

Let s7(g) € S xu G, s'v(¢') € S’ Xy G and m’ € M'. Then we compute

a(s7(g) - s"v(g"),m") = alsf(g-s)v(99"),m') = [sf(g-5) @ (99" - m")]

a(sy(g),s(g)-m') = [s@g-(s'-(g-m))=[s@((g-5)9)-(¢"-m'
[s@(g-5)- (99" -m")] =[sf(g-5) @ (99 - m)
Hence @ is S’ x g+ G-balanced, and therefore descends to a well-defined map

(38) H(SNHG) X M/—>(S®S/M/)H
(S/NH/G)

)] =
)

given by 0(sy(g) @m’) =[s®g-m/] for all s € S,g € G and m’ € M’. Tt is clear
that € is S-linear. On the other hand, there is evidently a well-defined S-linear map

0:S@s M — (SxpgG) © M
(S/NH/G)

given by p(s @ m’') = s®@m’ for all s € .S and m’ € M’. Since

ohx(s@m’)) = @Bh)T@h-m')=s8h)"t@h-m =
= sy(h)t@h-m'=s@h™t-(h-m')=s@m/,
we see that ¢ factors through (S ®¢ M')y and induces an S-linear map

Vi (S®sy My — (SxuyG) © M
(S'XIH/G)
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given by ¥([s@m/]) = s®@m/ for all s € S and m’ € M'. It is now straightforward
to check that 6 and ¢ are mutually inverse bijections. ([

Now let M’ be an S’ x g G-module, let M be an S x g G-module and suppose

we're given an S’ X g+ G-linear map
T:M — M,
where we regard M as an S’ x g G-module via restriction along the ring homomor-
phism fx1:5 Ng/ G—S xg G coming from [9, Lemma 2.2.7]. Our next goal is
to establish a sufficient criterion for the induced S x gy G-linear map
(39) T:(SxgG) © M —M
(5"% 11/ G)

given by 7(v ®@m') = v - 7(m’), where v € S xg G and m’ € M’, to be injective.

Lemma 5.1.9. Let M’ be an S’ x g G-module.
(a) There is an S-semilinear action of G on S ®g: M’ given by

g-(s@m')=(g-5)®(g-m') forall geG,sec S m eM.
(b) For every g € G,h € H and v € S ®¢ M’ we have
g-(hx(g7"v) = (%h) xv.

Proof. (a) We check that the formula is well-defined. Let g € G, s € S, s’ € S’ and
m' € M'. Because f: S’ — S is G-equivariant, we have

g-(sf(shem') = (g-sf(s)@(g-m)=(g-s)(g-f(s)@(g-m') =
= (g-9)flg-sH@(g-m)=(9-5)®(g-5)(g-m')
= (9-5)@g-(s-m)=g-(s®s - -m)
as required. It is straightforward to see that this defines a G-action on S ®g M’
which is S-semilinear in the sense that

g-(s-v)=(g9-5)-(g-v) forall geG,seS,vesSay M.

b) We may assume that v = s @ m’ with s € S and m’ € M’. Let g € G and
Y g
h € H; using Definition b), we compute

g (hx(g7' - (s@m))) = (h*(‘ 8®g ! m’))=
= g-((g7!-9)Bh)! (g ! m’)) =
= g-((g7"5)B(h~ )) h-(g="-m')) =
sg A1) ® ghg™ - m =
sB((7h)~1) ® (9h) -m (gh) *(s@m). O
We will now restrict our scope slightly, and assume until the end of that
e H’ has finite index in H,
e [ is a field of characteristic zero.
Let M’ be an S’ ® g: G-module. By Lemma and the above assumptions, we
see that S ®¢ M’ is a module over the group ring L[H/H'] which is semisimple
because we're assuming that our ground field L has characteristic zero. Because

the action of L[H/H'] on S ®s M’ commutes with the action of S, we obtain a
canonical S-module decomposition

(40) Sewg M= P evx(Sas M)
[V]elrr, (H/H")
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where Irrp, (H/H') is the set of isomorphism classes of simple L[H/H’]-modules,
and for each [V] € Irr,(H/H'), ey is the primitive central idempotent of L[H/H']
such that 1 — ey generates the annihilator of V in L[H/H’] as a two-sided ideal.

Let V be an L[H/H']-module and let g € G. Let gV := {[g]v : v € V} where
[g] is a formal symbol, and define an H-action on gV by the rule h - [glv = [g]h9v
for all h € H and v € V. This is well defined because H is normal in G, and
since H' acts trivially on V and is also normal in G, we see that [g]V is again an
L[H/H']-module. In this way we obtain a permutation action of G on Irry(H/H')
given by g - [V] = [gV].

Corollary 5.1.10. Let M’ be an S’ x g G-module. The S-semilinear G-action on
S ®g M’ permutes the direct summands appearing on the right hand side of :

g-lev *(S®s M) =evx(S®s M') forall g€ G and [V]e€lrp(H/H').

Proof. The conjugation action of g € G on L[H/H'] sends ey to egy. Now
g-(eyxv) =9y x(g-v) forall geG,ve Sy M

by Lemma b) and the result follows. (]

Given an S-module M, let ¢(M) denote its length. We can now state and prove
our criterion.

Theorem 5.1.11. Assume that Hypothesis holds, that H' has finite index in
H and that L is a field of characteristic zero. Let M’ be an S’ x g G-module, let
M be a S xy G-module, let 7: M’ — M be an S’ x s G-linear map and consider
the S-linear map

P=1R7: Sy M' — M
induced by 7. Suppose further that the following conditions hold.

(a) the secret H-action on S ®g: M’ is non-trivial,
(b) the G-action on Irry(H/H') has exactly two orbits, and
(c) Lker®) < |Irrp (H/H')| — 1.

Then @ factors through the coinvariants (S ®g M ") under the secret H-action on
S ®g: M', and the induced map @ : (S ®s M')y — M is injective.

Proof. Consider the S-module decomposition of N := S ®g M’ given by :
N=e;«N @ (H-1)xN, where (H-1)xN= P ey N
(VI#[1]
and where 1 denotes the trivial L[H/H']-module. Note that

D(h*(s@m’)) ®(sp(h) "t @h-m') =sB(h)~t-7(h-m') =
= sBh)~t-(h-7(m)) =s-7(m') = ®(s@m')

for all h € H,s € S and m’ € M’', because the G-action on M satisfies h-m =
B(h)-m as M is an S x g G-module. In other words: (H — 1) x N C ker . Hence

0((H — 1) * N) < ((ker ®).

We know that ey x N # 0 for at least one non-trivial [V] € Irrp(H/H') by (a).
Since g[1] = [1] for all g € G, Corollary [5.1.10| together with (b) then implies that
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ey * N # 0 for all non-trivial [V] € Irry, (H/H'). This gives us the inequality

T (H/H)| —1<t| € ev*N | =((H—1)*N).
V][]

On the other hand, (c) gives that
l(ker ®) < |Irri (H/H')| — 1.

It follows that the inclusion (H — 1) * N C ker ® is in fact an equality.
Hence ® factors through the module of coinvariants Ny of N under the secret

H-action, and induces an S-linear injection ® : Ny =5 M. (]

5.2. The Iwahori action on differential operators on the closed unit disc.
In this section, we explore in detail the action of the p-adic Lie group GLy(K) on
the rigid K-analytic projective line P! := P12, Fix a coordinate € Op1. Because
of the local nature of our constructions, we will focus specifically on the affinoid
subdomains of the closed unit disc D = Sp K(z) = {z € P! : |2] < 1}.

Definition 5.2.1. The generalised Twahori subgroup of GLo(K) is
a b o .
G:= {(C d)eGLQ(K).|c\<1}.

We note that if (ﬁ 2) € G then |al|,|d| = 1 since |ad — bc| = 1, |al, |b], |d| < 1

and |c| < 1. We also see that G stabilises D under the standard Md&bius action of
GLy(K) on PL. In fact, the stabiliser of D in GLg(K) is GZ, where Z is the centre
of GLy(K). By Lemma the G-action on D induces G-actions on O(D) and

D(D). The G-action on the divided powers o e D(D) of 9, is given as follows.

a b

Lemma 5.2.2. Let g = (c d) € G. Then

(a‘) g-x= flcrmfaa and .
n (1) (ceata)" (=)

(b) g-8" =3

18:?] for all n > 0.

) (ad—bc)™

=1
Proof. (a) This is straightforward. (b) The case n = 1 follows from Lemma|2.5.2(c).
In general, let y := —cx + a so that J,(y) = —c and 9, = —cd,. Then the
case n = 1 can be rewritten as g - 9, = fﬁé)ay, and it follows that ¢ - ol =

(ﬁ)n (y20,)". Now, by Vandermonde’s identity, for k € N,

@O () = (n i 1) yktn

n

" n—-1 k
—\n—i )

I Il
=14
N
=03
Lo
L
N——
<

3

<
=
<
j
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Thus as K[y] is dense in O(D) we see that
2 n] _ - n—1 n+i gl
o =3 (57 ool

from which the result quickly follows. ([

Recall the natural inclusion j : D(X) < D,(X) from Lemma [2.3.7]

b
d
and g-stable affinoid subdomain of D. Then |a — cx|x =1, and for all n > 1,

n—1\n!
1—1) 4!

Proof. Note that |z|x < 1 since X C D by assumption. Since |a| =1 and |¢] < 1

by Definition we see that |a — cx|x = 1, as well as |ad — be| = 1. We can now
use Lemma b) together with Definition to obtain the result. d

Corollary 5.2.3. Let g = (Ccl > € G. Let r > 0 and let X be an 0, /r-admissible

. ny| __ n—1i .1
(g - 0z)| = max el

Recall that if X C D is an affinoid subdomain, Gx denotes its stabiliser in G.

Proposition 5.2.4. Let X be a 0,/r-admissible affinoid subdomain of D and let
g = (CCL Z) € Gx. Then the g-action on D(X) extends to a bounded K-algebra
automorphism p,(g) of D, (X).

Proof. Fix n > 0. Using Corollary [5.2.3 we have
T = P e[~ et

| 1<5%n
< |(n —14)!], so by Lemma [2.3.16

= ‘(n - l)'(?;l) (7)

(0 on i i
M< max |z'|<g> <p max z(@)

n ~ . .
[rm] 0<i<n—1 r 0<isn—1 r

L

Now

By [8, Theorem 4.1.8], there is a finite extension K’ of K such that X splits over
K’. Lemma [2.3.13| and Corollary [2.3.17 now imply that

r(X) =r(Xg) = w/p(Xx') > @,

because p(Xg+) < 1 as X C Dgr. Since X is 9, /r-admissible, we conclude that
r > r(X) > w, so that |c|w/r < |c¢| < 1. Lemma now tells us that

.
sup li(g - 03|
S

Recall the group homomorphism p: Gx — B(O(X))* given by Lemma [2.5.2fc).
Using the above inequality, we can now apply Lemma with A = O(X),
0 =0z, B=D,.(X), f=jop(g) and b = j(g- 9,) to deduce that p(g) extends
to a bounded K-algebra endomorphism p,.(g) of D,(X). It is easy to see that
pr(gh) = pr(g)pr(h) for g,h € Gx, so in fact each p,(g) is an automorphism. O

< 0.
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Note that the automorphism p,.(g) in Proposition is only O(X)-semilinear.
We now have at our disposal the skew-group ring
DT(X) A gX
whenever r > r(X).
Corollary 5.2.5. Let X be an affinoid subdomain of D.
(a) For every r > r(X), the O(X)-semilinear action of Gx on D(X) extends to
an O(X)-semilinear action on D, (X) by bounded K-linear automorphisms.
(b) The O(X)-semilinear action of Gx on D(X) extends to an O(X)-semilinear
action on DI( X)(X ) by K-algebra automorphisms.

Proof. (a) This follows immediately from Proposition
(b) This follows from part (a) in view of Definition [2.3.9(d). O

We now explain how p(Gx) and o,(D, (X)) interact inside B(O(X)).
Lemma 5.2.6. Let X be a 9, /r-admissible affinoid subdomain of D. The maps
p: Gx — B(O(X))* from Lemma ¢) and o,.: D.(X) — B(O(X)) from
Lemma satisfy
plg) o 0r(Q)oplg)™" = 0or(g- Q)
for all @ € D,(X) and all g € Gx, where g- Q = p,(9)(Q).
Proof. Suppose that g € Gx and f,h € O(X). Then
(plg) o on(f)op(g) ™)) =g-(Fg~" -h)=(9-f) h=0.(g- f)(R),
and using we see that

(p(g) © D0 p(g)"")(h) = g+ (Bulg™" - 1)) = (9~ D) ().
Since o, is a K-algebra homomorphism and p,(g) acts on D,(X) by K-algebra
homomorphisms it follows that p(g) o 0,.(Q) o p(9) ™! = 0,.(g - Q) for all Q € D(X)
and then for all @ € D,.(X) by continuity. O

The universal property of skew group rings, Lemma [5.1.1] gives the following
Corollary 5.2.7. Let X be a 0, /r-admissible affinoid subdomain of . The natural
D, (X) x Gx-action on O(X) induces a K-algebra homomorphism o, x p : D,.(X) x
Gx — B(O(X)).

We will now explain how to construct a trivialisation of a certain sufficiently
large sub-skew-group ring of this skew-group ring.

Definition 5.2.8. For each real number r» > w, we define
(a) asubgroup G.:={g€G: |g-z—z|p <w/r}of G, and
(b) a function S : G, — D,(D) defined by

oo

Blg) = (9-z—z)"0l".

n=0
Lemma [2.3.16| shows that for any g € G,. we have
. — n . —_ n
G z=2)"1 0y <Ig x xln) o
n! D n—oo w/r

Hence 3(g) does define an element of D, (D) whenever g € G, by Definition [2.2.8]
The following explicit description of the group G, will be useful later.

lim
n—oo
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s s

Lemma 5.2.9. G, = {(Z Z) < E, el < E Ja—d| < }
a b
Proof. Let g = (c d

la| = |d] = 1. By Corollary |5.2.3] we have |a — cx|p = 1. Next, using Lemma
5.2.2(a) we have

> € G. Since |¢| < 1, the invertibility of g in Ms(K°) forces

cx? + (d—a)x —b
—cr+a
Since | - |p is multiplicative, we conclude that |g-x — z|p = |c2?® + (d — a)z — blp =
max{|c|,|d — al,|b|}. Hence g € G, if and only if |b], |c|,|d — a| are all strictly less
than w/r as claimed. O

g -r—x=

The main reason for Definition [5.2.§ comes from the following
Proposition 5.2.10. Let X be a 9, /r-admissible affinoid subdomain of D. Then
o,(B(9)) = plg) forall geg, Ngx.
Proof. Fix g € G, N Gx and write w := g - & — x. Then for every a,b € O(X),

(f:ma;n]) Zw Za[z o= (Zw ol )(iwjaggub)).

It follows that o.(5(g)) : O(X) — O(X) is a K-algebra homomorphism, so for
every integer m > 0 we have

o (Blg)(x™) =D w" (:) g™ = (w+a)" = (g9-2)" = p(g)(@™).
n=0

Because 0,(8(g)) and p(g) are both continuous K-linear operators on O(X), we

conclude that o,.(8(g9))p(9)~t : O(X) — O(X) is a K-algebra homomorphism

which fixes K(z) = O(D) C O(X) pointwise. Since O(X) contains a dense O(D)-

subalgebra generated by elements of the form a/b with a,b € O(D), the continuity

of 0,(B(g)) and p(g) implies that o,.(3(g))p(g)~* in fact fixes all of O(X). O

Theorem 5.2.11. Let X be a 0, /r-admissible affinoid subdomain of I. Then
B:GNGx — Dp(X)*
is a Gx-equivariant trivialisation.

Proof. According to Definition [5.1.2) “ and [5.1.3] -(b), we have to verify that
X

(a) B is a group hOInOHlOI‘phlSIn into D,.(X)*,

(b) B(h)a B(h)~t =h-aforallh€ H:=G,NGx and a € D, (X),
(¢) H is normal in Gx, and

(d) B(ghg™)=g-B(h) forall g€ Gx and h € H.

(a) Using Proposition we note that
or(B(9)B(h)) = or(B(g))ar(B(h)) = p(g)p(h) = p(gh) = or(B(gh))
for all g,h € H. Since o, is injective by Lemma b)7 we conclude that the
map 3 : G, — D,(X) is multiplicative. Since 8(1) =1 it follows that the image of
B is contained in D, (X)*.
(b) Using Proposition and Lemma we see that

or(B(g9) a Blg)™") = p(g) or(a) plg) " =04(g-a) forall aeD.(X).



78 KONSTANTIN ARDAKOV AND SIMON WADSLEY

The result follows from the injectivity of o, again.
(¢) It suffices to prove that G, is normal in G. For each 0 # s € K, let
G(s):={ge€G:|g-x— x| <|s|}; since [K | is dense in R, we see that

G.= |J 909

|s|<w/r

Hence it suffices to see that each G(s) is normal in G. However, the action of G
on K (z) is K -linear and therefore induces an action of G on the polynomial ring
(K°/sK°)[z]. Then G(s) is the kernel of this action and is therefore normal in G.
(d) or(B(ghg™")) = p(ghg™") = p(g) o p(h) © p(g)~" = p(g) © a,(B(h)) o p(g)~"
by Proposition This last equals o,-(g - 8(h)) by Lemma Once again
the result follows because o, is injective. O

It follows from Theorem [5.2.11] and Lemma that whenever X is a 0, /r-
admissible affinoid subdomain of D, we may form the crossed product

8
Dr (X) X QX .
GrNGx
Corollary 5.2.12. Let X be a 0, /r-admissible affinoid subdomain of D. Then the

action of D,.(X) x Gx on O(X) descends to an action of D,.(X) Ngrﬁgx Gx.

Proof. This follows immediately from Proposition [5.2.10 (]

To finish we record a formula which computes the effect of applying a twist-
ing automorphism 6,, 4 from Theorem to the special infinite-order differential

operators of the form 3(g). Recall the functions hEZQ] from Definition

Proposition 5.2.13. Let X be a 0, /r-admissible affinoid subdomain of D, let
g€ G-NGx, let ue O(X)™ and suppose that ptd.

(a) The element ¢, q4(g) := Zo(g ‘- a:)mhgtg lies in 1+ O(X)°°.

(b) Inside D,.(X) we have

ou,d(ﬁ(g)) = cu,d(g) /B(g)

(c) We have cyp,a(9) = cu,a(9) cv,a(g) for any other v € O(X)*.
(d) We have ¢, 4(9)¢ = % in O(X)*.

g-u

Proof. (a) Write w:=g-x — . Since g € G, and X C D, we know that

|lwlx < |wlp < w/r
by Definition (a). Also, |h£:fg|x < (r(X)/w)™ by Theorem hence
il < (2 (- ()
’w h“’d‘X<(r) w a r

which tends to zero as m — oo because r(X) < r. We conclude that ¢, 4(g)
converges in O(X) to an element of 1 + O(X)°° C O(X)*.
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(b) By Definition [5.2.8(b), we have 3(g) = § w"9. Therefore
n=0

bua(Blg) = > wr o Al okl =

= cu,alg) B(9)

by Theorem [2.4.4] as claimed.
(¢) Lemma implies that 0y, ¢ = 0y © 0,4 as automorphisms of D, (X).
Applying part (b) to the units uv, v and u in turn shows that

Cuv,d(9)B(9) = Ouwn,a(8(9)) = 0u,a(0v,a(8(9)) = Oua(cu,a(9)B(9)) = cv,a(g)cu.a(9)B(g)

since 0, 4 is O(X)-linear. The claimed identity now follows because 8(g) is a unit
in D,(X) by Theorem
(d) By Lemma [2.4.12| together with Proposition [5.2.10} inside B(O(X)) we have
r(0a,a(B(9)) = or(uBlg)u™") = uor(Blg) u™" = up(g)u™".
But 0,1,4(8(9)) = cua,a(9)B(9) = cu.a(9)?B(g) by (b.c) above, so

up(g)u™t = o,(cu,a(9)'8(9)) = cu,a(9)'0r(8(9)) = cualg)’p(9)
again by Proposition [5.2.10, Apply these operators to 1 € O(X) to find

cud(9) = cual9)’p(9)(1) = (wp(g)u™)1) =uplg)(u™") =u/g-u. O

5.3. Equivariant line bundles with connection on local Drinfeld space.
Recall the generalised Iwahori subgroup G of GLy(K) from Definition it
consists of matrices with coefficients in K. We will now focus on certain groups of
matrices with entries in F'.

Notation 5.3.1.

(a) Let I =G NGL2(Op) be the Iwahori subgroup.

(b) Let J be a closed subgroup of I.

(c) For each n > 0, write I, := ker(I — GL2(Op/m%OF)) and J,, := J N I,,.

(d) Let D,,/J denote the G-topology on D whose open sets are the J-stable
members of D,, and whose coverings are the finite coverings.

The G-topology D,, on D was introduced at Definition [.3.9]

Definition 5.3.2.
(a) [Z] € PicCon’ (Y)iors is such that w[.Z] € PicCon(T)![p'],
(b) d > 1 is the order of w[-#] in PicCon(Y)!,
(c) e € dZ is the order of [.#] in PicCon’(T).

Thus .Z is an I-equivariant line bundle with flat connection on T =D N Q, and
we can find an [-equivariant D-linear isomorphism

VL% = 0.
Clearly, whenever J is as in Definition Jp is a normal subgroup of J; note

also that J, is a pro-p group whenever n > 1 because the groups I;/I,,+1 are all
finite p-groups. Recall now the normal subgroups G, of G from Definition [5.2.8
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Lemma 5.3.3. 1,11 < G, whenever r < @/|mp|" L.

P?”OOf. If g = (gll 312) S In—i—l then gi1 — 1,g12,9217922 — 1 all lie in 7T2\+10F,
21 22

which implies that
max{[g12], |g21], |11 — g2} < |7p|* T <@ /1,
by our assumption on r. Hence g € G, by Lemma [5.2.9] O
Recall 5: G, NGx — Z,.(X)* from Theorem for X €D, and r > r(X).
Proposition 5.3.4. Let n > 0 and let H be a closed normal subgroup of J. Then

there is a sheaf 2, xp,, , J on D,/J whose sections over X € I,,/J are given by

Dn(X) ><]€In+1 J. This sheaf has vanishing higher Cech cohomology.
Proof. Let X € D, /J. Note that 2,(X) = D;/Iﬂpl"(
Definition d). Let r > 0 satisfy

w/|mp|" < r < w/|mp[" T

X)= U Du(X)by

r>w/|rp|"

Then because r > w/|rp|™ = r(X), the Gx-equivariant trivialisation
B:G,NGx = Dp(X)*

is well-defined by Theorem [5.2.11] On the other hand H,,; < G, by Lemma [5.3.3
because r < w/|rp|"tL. Since X is J-stable, the restriction of 8 to H,.1 is a
J-equivariant trivialisation, which means that we can form the crossed product
D, (X) Nngrl J which is an associative ring by Lemma Letting r approach

w/|mp|™ from above and taking the colimit, we obtain the ring 2,,(X) N?{nﬂ J
which is still a crossed product of 2, (X) with J/H,11.

This construction is functorial in X € D, /J, and in this way we obtain the
presheaf &, x g, _, J on this G-topology. Because this presheaf is a free %,,-module
on J/H, 11, we conclude that it is a sheaf with vanishing higher Cech cohomology
using Theorem [l

Recall from Definition the truncation .Z, = j.(ZL¥) of £ to T, which is
naturally a Z,-module on D,, by Corollary [4:3.11]

Lemma 5.3.5. Suppose that .# is another Dy-module satisfying the same hy-
potheses as ., and let ., = j.(Mv_).

(a) &, O(Op)r My, is naturally a Z,-module.

(b) Let X € Dy, and r > w/|wp|™. Then

Blg)-(lev) = (Blg)- 1)@ (B(g)-v) forall geG-NGx,leLy(X),ve M (X)
Proof. By Theorem and Proposition there is w € .#,(V;,) such that

My, = (Op)y. Thus by Lemma Ly @ (Op)— Mn = (L @0gn M ), 5O
2, acts naturally on this by Corollary 4.3.11} Now for each m > 0,
Ml @ wv) = Z@g](l) @0 l(w) forall e Z,(X) and v e .#,(X),
i=0

so writing w = ¢ - * — x as in Proposition [5.2.10| we see that

Blollwv) =Y w™y ol @ " (v) = B(g)(1) ® B(g)(v). O
m=0 =0
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We may view %, as a J-equivariant 9,-module on D,,, so its restriction to D, /J
may be viewed as a Z,, x J-module.

Theorem 5.3.6. Let H be a closed normal subgroup of J and recall that e is the
order of [.Z] in PicCon! (T)iors. For each n > vy, (e), the 2, x J-action on .%,
factors through 2, xg ., J.

Proof. Since Hy 41 < Jy,41 it suffices to consider the case H = J. We fix n > v, (e).
Write e = p*f with f coprime to p. Then there are tensor powers %, and &£y of
& such that [%,] has order p*, [%,] has order f and

[Z] = [Z,][%,] € PicCon’ ().
Because w[.Z] has order d coprime to p by Definition the order of w[.%)] =
w[] - w[Zy] 7t is also coprime to p. Hence w[%,] = [Oy]. Because T is geo-
metrically connected and quasi-Stein, using [8, Proposition 3.2.14] we can find a
character y € Hom([, pu,x (K)) such that [.%,] = [O,] in PicCon’ (). The assump-
tion n = vr,.(e) implies that I, < 17" and therefore x(I,) = 1. Tt follows that the

image of [Z] in PicCon’ () under the restriction map has order f, and so we can
choose an I,-equivariant isomorphism of line bundles with connection

v 2% = 0.

Let X € D, /J. Since Y, lies in D,,/J as well by Corollary we see that
XNn7Y, eb,/J also. Let g € J,,+1, so that g € G, for any r satisfying w/|mp|" <
r < w/|re|"t by Lemma Corollary implies that 5(g) — g € Zn(X N
T,) % J acts trivially on O(X N'Y,); hence 5(g) := B(g) "9 € (Zn(X NYT,) 3 J)X
fixes O(X NT,) pointwise.

Let A := Oxry(X) and use Theorem m to find an algebraic generator
Z € %,(X) with associated rational function u = ¥(3®/); then .Z,(X) = A - 2
by Proposition On the other hand, .%,(X) is a Z,(X)-module by Corollary
and it is even a Z,(X) x J-module by the above remarks. Write 3(g) - 2 =

¢(g)# for some ¢(g) € A. Since ¢ is J,-equivariant and since 3(g) fixes A pointwise,
we see via Lemma that for all g € Jp, 41,

c(9)u =9((c(9)2)®7) = »((Bg) - £)®7) = Blg) - u = u
which implies that c(g)f = 1 for all ¢ € J,;1. Because @ N = ?,L(X)X
is a trivialisation, it follows from [9 Lemma 2.2.2] that 8(gh) = B(g)8(h) for

all g,h € Juy1. Now, ((g) fixes ¢(h) € A and therefore commutes with it in
P, (X NY,) x J. Therefore

n41

clgh): = Blgh)z = Bl@Bh)z = Blg)e(h)z
= ch)Blg)z = c(h)e(g)z = clg)e(h)z.
Hence ¢ : J,.1 — AX is a group homomorphism such that c¢(g)f = 1 for all

g € Jp+1. Since J,41 is a pro-p group and since p 1 f, for each g € J,41 there
exists h € J, 41 such that g = hf. Hence c(g) = c(hf) = c¢(h)f =1 forall g € J, 1,
and we conclude that (g) - 2 = 2. Hence ((Jny1) fixes Z,(X) = A - 2 pointwise
and the result follows. O

Since Y, 41 contains YT, there is a canonical %,,11(D)-linear restriction map

Zni1(D) — Z,(D).
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€ D,. Post-composing %,+1(D) — %,(D) with the restriction map
Zp(D) = Z,(X), in view of Corollary we obtain a morphism
(41) Dn @ Ly1(D)— &,
Dn+1(D)

of sheaves of Z,,-modules on D,,. For the moment, suppose further that X is J-
stable. Then we find ourselves in the setting of Hypothesis with G = J,
f 8 — S the restriction map S := Z,11(D) — S = Z2,(X), H = Jpia,
H := J,41, and the trivialisations 8" and 8 used in Proposition

Then M’ := £,+1(D) is an S’ x g G-module by Theorem o by Lemma
[5.1.6] there is a secret H = J,,41-action on

SOM = 7,(X) ©® Zui(D)
S’ Dr+1(D)

by Z,,(X)-linear endomorphisms, given by

hx(s@m')=spB(h) ' @h-m' forall he H,scSm M.
Inspecting this formula, we see that in fact it makes sense for any X € D,,, not
necessarily J-stable, because we can view S(h) as an element of Z,,(ID)* and then
consider its image under the 2,,(X)*. We will now study the module of coinvariants
(S ®s M) with respect to this secret H-action.

Proposition 5.3.7. Whenever n > v, (e), X — (@n(X) ® an(ID)))
Pn+1(D)

. Jn+1
is a sheaf on Z,-modules on D,,, with vanishing higher Cech cohomology.

Proof. Whenever Y C X are members of ID,,, the restriction maps
7,.(X) ® LD —2,(Y) @ ZLi1(D)
D1 (D) Dn+1(D)
are equivariant with respect to the secret action, so we do have a presheaf of left Z,,-
modules. By Theorem we may choose an algebraic generator Z for %, (D)
with associated rational function u. We write r := Rg(y)(u,d) for brevity. By
Corollary we have an exact sequence of %, 1(ID)-modules

0— @n+1(D> —T> @n—i-l(]D) — $n+1(D) — 0.

Applying the functor %, ®g,,, ) — to this sequence, we obtain the following
sequence of presheaves of Z,,-modules on D,,:
0= D0 =Dy —Dy @ Ln1(D)—0
Dn+1(D)
which is exact because 2,,(X) is a flat right Z,,11(D)-module by Lemmal4.3.10a,b)
for any X € D,,. Let X be a D,,-covering. Then
0 — C*8(X, Zy) = C™8(X, F) — C™E(X, D, ®( )$n+1(D)) =0
@n+1 D
is an exact sequence of augmented Cech complexes. Since the first two of these

complexes is exact by Theorem[2.3.10} so is the third. Now, 2,, ® %£,1+1(D) car-
n+1(D)

ries a secret Z,-linear J,,;1-action, and the operation of taking J,1-coinvariants

is exact since K is a field of characteristic zero, and the action of J,4; factors

through the finite group J,4+1/Jnt2 by Lemma Therefore the complex

C*"8(X,(Zp ® Zny1(D))y,.,) is exact, and the result follows. O
)

n+1
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We denote this sheaf by (@n ® .ZHH(]D)))

D1 (D) s

Lemma 5.3.8. The comparison map induces a morphism

5:(% ® an(D)) 7S
D1 (D) Toin

of sheaves of 2,-modules on D,,, whenever n > v, (e).

Proof. Let X € D,. The comparison map from factors through the J,41-
coinvariants of Zn(X) ®g, ,,®) Lut1(D), because S(h)"'h fixes £, (X) for any
h € Jn4+1 by Theorem applied with J,,41 instead of J. (]

Our goal is now to show that under a certain mild additional condition on the
group J, the connecting map Z is in fact an isomorphism. We will verify that this
is the case locally on the G-topology D,,. We will use a particular covering of D,
similar to the covering of A appearing in Lemma [£.2.20] above.

Definition 5.3.9. For each a € O define
By =Ck(a;7") and W, = Ck(a,b1,...,bg_1;7p, ..., Tp)
where by,...,b,—1 € a + 1 OF are chosen so that
O /" Op = {75 Op, (b — a) + 75 OF, (by—1 — a) + T Op}.
We also define U,, = {Y,,,Wo | a € Or}.

Recall here that T, =D\ |J {|z —a| < |mp|"} — see Definition [4.3.2(a,b).
acOp
We note that W, ,, does not depend on the choices of b1, ...,bs—1 and both W, ,,

and B, , only depend on the image of a in OF/W"HOF. Thus |U,| = h, + 1. We
also note that W, , NOp =a + 7"*t1Op by construction.

Lemma 5.3.10. U, is an D,,/I,,1-admissible covering of D.

Proof. Let {ai,...,an,} be a set of coset representatives for Op /7" OF so that
Up = {Way, ..., Wy, , Ty} Because rg}nmi —aj| = |mp|™, it follows from Lemma
i#]

[4:2:20] that U, is indeed a D,,-admissible covering of D, so it remains to verify that
each of its members is I,,,1-stable.

Now 7T, itself is I, i-stable: it is even stable under the Iwahori subgroup
GL2(OF) NG because it permutes connected components of D — V;,.

Fix g € I,41, and a,bq,...,b4—1 in OF so that

Wan =Cr(a,bi, ... bg_1;Tp, ..., 7).
Moreover let z € W, ,,(K). Then |z —a| < |7p|® and |z — b;| > |7p|™ for each
j=1,...,q— 1. Because each entry of g — 1 lies in W?HOF, we see that
lg- 2 — 2| < |7t
Hence |-z —a| < |mp|™ and |g- 2 —bj| = |z — b;| > |7mp|* foreach j =1,...¢— 1.
We conclude that g - z € Wan(F) as well. So W, ,, is I,41-stable. O

Definition 5.3.11. We introduce the following standard subgroup of GL2(OF):

1 0
N::(O 1F> < GLy(Op).
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We can now state the main technical result of this part of the paper.
We assume until the end of §5| that the field K is discretely valued.

Theorem 5.3.12. Fix n > v;,(e), a € Op and write W := W, ,. Assume that
d | (¢+1) and Nyq1 < Jp41. Then the following comparison map is an isomorphism:

=(W) : (@n(W)@ ® $n+1(W)) =5 L(W).
n+1 Tni1

The proof of Theorem [5.3.12 will occupy the entirety of §f] and can be found at

the end of
In the remainder of we will use Theorem [5.3.12] to derive some important
consequences. To do this, we need two more technical Lemmas.

Lemma 5.3.13. Let Y C X both lie in I,,. Then the action map
72.Y) ® MH(X)— HA(Y)
P2, (X)

is an isomorphism when .# is one of the following Z,,-modules:

(a) A =%, or
(b) A = (@n ® $n+1(]]))> and n = vq,(e).

Zn+1(D) Jnt1

Proof. (a) Using Theorem [£.3.7, choose an algebraic generator z for .%, (D) with
associated rational function u, write r := Rg(,)(u,d) and consider the following
commutative diagram:

IY) ® Du(X) =T Tp(Y) & Dnu(X)—>=Tu(Y) © Lu(X)—>0

P (X) Pn(X) Pn(X)
l l v
Dn(Y) — D, (Y) Z,(Y) 0.

The rows are exact by Corollary [£.3.12] The first two vertical maps are isomor-
phisms, so the third vertical map is also an isomorphism by the Five Lemma. This
deals with the case . #Z = %,.

(b) Now, using Theorem [4.3.7]again, choose an algebraic generator 2 for ., 1 (D)
with associated rational function w. Write D = 2,(X), D' = 2,(Y), r :=
Rs(uy(u,d) and H := J, 1 for brevity, and let € € K[Jp,1/Jn 2] be the principal
idempotent — the average of all the group elements of the finite group Jy, 41/ Jn2.
Then the sequence D/Dr =S D/Dr — (D/Dr)y — 0 is exact, so the first row
in the commutative diagram

1 1—e
Dol 1O e D prg(R)y 0
D D D
D’ D’ D’
o o o (57)a —=0

is exact. The second row is exact for the same reason, and the first two vertical maps
are isomorphisms. Hence the third map is an isomorphism by the Five Lemma.
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By Corollary [4.3.12] we have isomorphisms .#(X) = (D/Dr)y and #(Y)
(D'/D'r)g. Hence 2,(Y) ® #(X)— #(Y) is also an isomorphism.
Dn(X)

O

Lemma 5.3.14. For each X € D, the restriction map .2, 11(D) — Z,4+1(X)
induces a natural %, (X)-linear isomorphism

D0(X) © Loi(D) > Du(X) ®  Lui(X).
Dn+1(D) Dn+1(X)

Proof. By Lemma [5.3.13((a) applied with n replaced by n + 1, the action map
-@7L+1(X) & ) $n+1(D) — $n+1(X)

Dn+1
is an isomorphism. Now apply the functor Z,,(X) ®  — to this isomorphism,
Dny1(X)
and use the associativity of tensor product. (I

Next, we deal with the ‘easy’ member of the covering U,,, namely T,,.

Proposition 5.3.15. The comparison map

=(T,) : <.@n(Tn) & $n+1(Tn)> — Zn(Th)

Pn1(Tn) Int1

is an isomorphism for each n > 0.

Proof. The map Z(Y,,) appears in the following commutative diagram:

Da(Tn) @ Luga(Tn) —— = Z0(Ty)

@n+1(Tn)

-@"‘Fl (Tn) Jn+1
Now, ¢ is non-zero and .%,(Y,,) is simple as a Z,,(Y,,)-module by Corollary [£.2.13]
so ¢ must be surjective. On the other hand, .Z,(Y,,) is a free O(T,,)-module of
rank 1 by Corollary [£.2.13] and examining the proof of Corollary £.2.13| we see that
Dn(Th) @  ZLpp1(Th) is a free O(Y,,)-module of rank one as well. Because
n+1 n
a surjective O(Y,,)-linear map between two such modules must be injective, we
conclude that ¢ is an isomorphism.
It follows that the vertical map is injective. Since it is clearly surjective, it is an
isomorphism. Therefore Z(T,,) is also an isomorphism. O

The next two statements are the main results of §5.3]

Theorem 5.3.16. Assume that n > vy, (e), Npy1 < Jpt1 and d | (¢ + 1). Then
the comparison map from Lemma [5.3.§]

5;(% ® $n+1(}]]))> 2
@n+1(D) Jn+1

is an isomorphism of sheaves of Z,,-modules on D,,.
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Proof. Since U, is a covering of D by Lemmal5.3.10]and since = is a map of sheaves,
it is enough to show Zy is an isomorphism for each Y € U,,. After Lemma it
is enough to check that Z(Y") is an isomorphism for each Y € U,,. However in view
of Lemma this follows from Proposition [5.3.15 and Theorem O

Corollary 5.3.17. Assume that n > v..(e), Npt1 < Jpg1 and d | (¢ + 1). Then
for each X € D,,/J, the action map
@n(X) X J ® $n+1(ID)) . Jn(X)

Jn+1 @7L+1(D) X J
Int2

is an Z,(X) % J-linear isomorphism.
Jn41
Proof. The action map in question is an instance of the map 7 from ; hence it is
Dn(X) g, ,, J-linear. It appears as the diagonal map in the following commutative
triangle, where the vertical arrow is the isomorphism from Theorem
9n(X) X ® fn+1(]D))

Jn+1 @n+1(D) X J
In+42

IR

<@n(X) ® .ZnH(ID))) Zn(X).

Dri1(D) E(X)

Jnt1

Since Z(X) is an isomorphism by Theorem [5.3.16] this diagonal map must also be
an isomorphism. [l

6. MICROLOCAL ANALYSIS

6.1. Some microlocal rings. We fix an affinoid subdomain X of A in this sec-
tion. Recall from Definition that r(X) denotes the spectral seminorm of
9, € B(O(X)) and recall the notation A(d/r,s/d) from Definition [2.2.1]

Definition 6.1.1. Define &, ,1(X) := O(X)(9/r,s/0) for every r > s > r(X).
By Theorem m &5, (X) is an associative K-Banach algebra with the norm

Z an, 0"
neEZ
which contains an inverse ~! for 9. By Lemma there is a natural isometric
embedding of K-Banach algebras D,(X) < &[5 ,(X) given by regarding a power
series in O as a Laurent series with zero negative terms.

Now let u € O(X)* be a unit as in let d be a non-zero integer coprime to
p and let z satisfy the equation z¢ = u. We will show that each Els,,(X) contains
an inverse that we will denote by &, 4 to the twisted derivation 6, 4(0,) from

Recall the coefficients hgﬂi = 0,.4(0")(1) = 201" (271) from Definition

(42) = sup sup|a,|t"

s<t<r neZ

Lemma 6.1.2. For every £ > 0 we have

£
(2) (¢4 Dby = 35 a0k (), and
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(b) (£+ 1)h£f:§1] = afﬁ(th,]d) + h[l]dhi[f,]d‘

u?

¢
Proof. (a) By the Leibniz rule, ol (ab) = > ol (a)ag[f*"] (b). Applying this with
n=0
a=z1tand b=20,(271) = hLl)]d, we have
(E+ Dby = 2000:(:7)

¢
nl,_ — £—n
= 23 ol (=) ol (mlll)
¢
= Bt ().
(b) We expand the right hand side:

Ou(hlf) + LAY, = 0,200 (271) + 20, (=71 - 20 (27
= 9,(2) (271 + 20, (0¥ (271)) — 2710, (2) - 20l (z71)
= (e+1)nl

We have used here that 29,(271) + 2710,(2) = 9, (271 - 2) = 9,(1) = 0. O
s} —1
Definition 6.1.3. Define &, 4 := . (u,d)n0™ € [] O(X)0", where
n=—o00 n=-=-00
(€ )n = (—1) Y- Y it >,
) 0 otherwise.

Lemma 6.1.4. The element &, 4 lies in &, ,1(X) whenever r > s > 7(X).

Proof. Since (&y,q)n = 0 for any n > 0, by Definition it is enough to prove
that for if s <¢ < r, then |(§u,q)—n|t™" — 0 as n — +oo. Now for n > 1 we have

n—1 _ _

[(€wa) ol _ [ = D2 (- 1) (10’ L _p—1) @y :
tn tn Soqn w St t

by Lemma|2.3.16{and Propositionm This converges to zeroast > s > r(X). O

Proposition 6.1.5. Suppose that r > s > r(X). Then &, 4 is a two-sided inverse
t0 By,a(0z) in &5 ,(X).

Proof. First note that &, 4 does lie in & ,1(X) by Lemma Let a = &,,q4 and
b= 0,,4(0;) so that

(1] e
_1\n—1 . | [n—l] . hu,d lf ] = 0,
o, = (=)™ *(n 1).hu7d if n 2 1 b= 1 it =1
0 otherwise, L
0 otherwise.

Note that (;") = (=1)™("*"~") for any n,m > 0. Let ¢ € Z; then using (5) we
have

a*x_1_¢b = Zl G—n ZO (:,:L)a;n(bm-i-n—l—e)
Sl S e R MWD SEC Vil (R LA A

(=1 (4 M) (b g e).

1
18
>
83
O
8

3
I
o
o
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Now since b; vanishes unless j € {0,1} and since m+n > 0 in this sum, we see that
this expression vanishes whenever ¢ < —2,i.e. —1 —¢ > 1. When ¢ = —1 (so that
—£—1=0), m+n—2£e{0,1} forces m =n = 0 and the expression collapses to
give 1. So we will assume that ¢ > 0. Now we still have to have m +n — ¢ € {0,1}
otherwise by, ;¢ vanishes. If m +n — ¢ = 1 then ag[cm](bern,g) = &Ecm}(l) =0
unless m = 0; so this happens only when m = 0 and n = £ + 1; in this case we get
a contribution of
B (—1) e+ 1)!

to the big sum. On the other hand, if m +n — ¢ = 0 then m = ¢ —n > 0 forces
n < £, and we obtain a contribution of

4
3wl (-ntasl—(nll)
n=0

to the big sum. This is (—1)%0!(¢+ 1)h£f;1] = (=)'t + 1)!h£f7§1] by Lemma a)
and it therefore cancels with the first term. This proves that

axpb=20,9 forall keZ

and therefore &, 4 - 04,4(0;) = 1. Showing that 60, 4(0y) - {u,a = 1 using is
similar but much easier, and reduces to Lemma b). We leave the details to
the reader. O

Definition 6.1.6. For each affinoid subdomain X of A, we define the Robba ring

E(X) = U n g[s’,r](X)

r>r(X) r(X)<s<r

Corollary 6.1.7. 6, 4(0,) is a unit in £(X) with inverse &, 4.

Proof. We know that u = 2% is a unit in O(X). Now apply Proposition to see
that whenever r(X) < s <7, u,q € &5,(X) is a two-sided inverse to 6,,4(0;) in
Els,77- 1t follows that

ba€ [\ Ean(X) CEX). 0

r(X)<s<r

6.2. The characteristic cycle. We now specialise to the case where X C D is a
cheese with p(X) = 1, and the ground field K is discretely valued, with uniformiser
7w and residue field k. In this case, 2 := Spf O(X)° is a smooth affine formal
scheme, whose special fibre 2j is the complement of finitely many points in the
affine line over k. In [2], Tomoyuki Abe defined several sheaves of microlocal rings

of level m on the cotangent bundle T* 2y of Zp; here @gﬂ?@ denotes Berthelot’s
sheaf of level-m arithmetic differential operators on 2y and 7« : T* %2y — 2o
denotes the structure morphism of this cotangent bundle. The definition of these
sheaves uses the microlocalization of 7! gr 92?) on the level-m cotangent bundle
TU* 2, of 27, [, §2.2, 2.4], together an identification of TU™* 2, with T* 25
which is carried out in [2] §3.3].

Recall the numbers w,, = (pm)!f%’" € K from Notation



GLOBAL SECTIONS OF EQUIVARIANT LINE BUNDLES 89

Definition 6.2.1.
(a) For each m > 0, write r,, := |oon| = |(p )‘ﬁ"
(b) Let T* 2y = T* Z0\s(Zp) denote the complement of the zero-section s(.Z)
in the cotangent bundle T* %2y of 2.

Our next result explains the relationship between the microlocal rings &, ,1(X)
that appeared in §6.1] and Abe’s rings.

Proposition 6.2.2. Let m’ > m > 0 and let X € D(9, /). Then the embedding
O(X) — I'(T* Zo, é?%n@m/)) extends to an injective bounded K-algebra map

i) (X) = DT 20, E55).
This extension is functorial in X € (9, /w)T,

To prove this, we will need to recall the explicit description of Abe’s ring ap-
pearing on the right hand side as a set of Laurent series in 0 satisfying a particular
convergence condition. This, unfortunately, requires some detailed notation involv-
ing Berthelot’s modified divided powers 0™ ) | as well as their inverses.

Notation 6.2.3. Let m,n € N.

(a) Write g, := [n/p™| and 9w = qni,!a".
b) Let i, := [n/p™] and ¢,, = i,p™ — n and define
(
_ i
(=) (m) .— D (m) [ HEnP™) (m) ! — tn: -n
o = 0ltwem (9 ) o (inpm)!a

with the product understood to be carried out in I'(T* 2, é”i(%m %@)

This notation comes from [3, p. 282].

Lemma 6.2.4. Let 0 < m < m'. We have the following explicit descriptions:
o(m) — Y(m) - = }
N2, 29 ) {neN tap € C’)(X),HEIEOO an =0
F(T*%,@gg%) = { m :a, € O(X), suplay| < oo, lim a, = 0} )
’ nGZ n<0 n—-+oo
rm%,%%"”) = {2 an O™ : ana" € (g’égl@g, S a,0" € (Eg%} :
’ nez n>0 ’
Proof. This follows from [I3] (2.4.1.2)] and [3] §1.1.1, §1.1.2]. O

Lemma 6.2.5. For each m € N and n € Z, there exists e%m) € K such that

(43) () =dmome and 1<l <ol
Wm
Proof. Fix m > 0. For every n > 0 we define
(m) me ) i)

Cn - (i p™)! " @ qn!’
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Note that 9%~)m is simply ‘zz—j because 0 < £, < p™. Now we can compute

6(7":1)a<—”>(m) — 6(1:? L OUn) (m) . (a(inpm>(m))_1 —
_ @l taliad o (igoinr™ \ T
o (in p™)! Ly! (inp™)!
Cm —n
= @i = —wam) , and
(M) (1) (1 _ n! @n!o"™ _ a \"
€n 9\ em T wlgn! Tl T \w .

Therefore regardless of the sign of n, the first equality in holds.
Next, using the fact that (p — 1)v,(a!) = a — sp(a) for any a € N where sp(a)
denotes the sum the p-adic digits of a, we compute

(p= Vo)) = 2™ = 1)+ (bn = 5p(6a)) + (in — 5p(in)) = (inD™ = 5 (inp™))
- _p?” 1+ (b = inp™) + in + $p(inp™) = splin) — sp(ln) =
because ¢, — i,p"™ = —n, 0 < £, < p™ and because s,(i,p™) = sp(in)-
Similarly, writing n = «,, + p"¢q, we compute
(p—Dop(en™) = (n—sp(n) — Z(p™ — 1) = (g — 5p(qn)) =

n

pm (splom) + sp(an)) = an + sp(an) =
= & —slan) Z20-(p—1)m

because 0 < oy, < p™ and s,(n) = sp(ay,) + sp(gn). The result follows. O
Proof of Proposition[6.2.9 We will apply Proposition Set A = O(X) =
O(X )k, 6 = 0, € BIO(X)), s : =71y <1y =1, B:= F(T*%o,é/a\g?@m/)) and
b:= 0 € B. Note that B is a K-Banach algebra with a norm | - |p extending the
standard norm on K and unit ball given by I'(T* 2, (g;gn ’m,)): more precisely this
norm on B is determined by the following relations:

(44) ™Mo |g =0 |p =1 forall n>0.

We must verify the conditions of Proposition of which (i) and (ii) are clear.

Thus it remains to show that

sup |0"|g/ry, < oo and sup|0"|g/ry, < 0.

n=0 n<0
Since |w.,| = 7rm, both of these facts follow from Lemma together with
equation (44). Thus Proposition [2.2.7) gives the required bounded K-algebra ho-
momorphism &}, , . 1(X) = O(X)(9/rm,Tm /0) — B extending the inclusion
O(X) < B. Tt is easy to see that this homomorphism is injective, as well as

functorial for those affinoid subdomains X of D with p(X) = 1. O
Now recall the notation §4.2}
h
u= )\H(x —a)% and 2% =u
i=1
for some ki, ..., k, € Z\{0}, some A € K* and some pairwise distinct ay,...,a, €

X(K). Our next goal is to study the following coherent @g{Q—module on 2
500 50
M =T | D Ry (u,d).
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We will now calculate its characteristic variety Char'® (L#(©)), in the sense of [14
§5.2.5], [6, §5.14] and [2 §2.14).

Lemma 6.2.6. If ptd, then Char¥ (7)) = 245U Ti-ZoU - UTe-Zo.

Proof. By Definition 4.2.10b), we know that
h

h
Rs(u)(u,d) = H(x —a;)0 Z H T —aj).
i

i=1 i=1

Ul

Because p t d, this is an element of D := §(0)(%)7 and we see that the principal
symbol of the image of Rs(y)(u,d) in D/mg D is

h
(45) Gr Rs(uy(u,d) = [[(z —@) -y

i=1

where we identify Gr D with the polynomial ring O(%2)[y]. Hence

Char(o)(//{(o)) = Supp SID = ZoUT-ZoU---UT - Zo. O

GrD-[[(z—@)-y

=1

Write %; := T;- 2y for each i = 1,...,h. We assume without loss of generality
that #,...,%, are pairwise distinct and that every other %; equals %; for some
j < g. Thus |a; — a;| =1 whenever 1 <1 # j < g.

Proposition 6.2.7. Let 0 < m < m/ and write & := éﬁgf ™) Then
(a) Rs(u)(u,d) is a unit in E(T*% —(ZoUZU---UH)),
(b) Rs(u)(u,d) is notaunitinE(T*%o—(%U%U---U%U-~U%)> for
any 1 <i< g, and
(¢) Rs(u) (u, d) is not a unit in E(T* 2y — (#1 U --- U Z,)).

Proof. (a) Let % = 2" — {a1,--- ,ax} so that
T* % — (2o U U UB)) = T* %,

Now Ag(y) = 1\, (x — a;) is a polynomial in = which does not vanish on Zg.
Hence

o~ X o . X
Asq) € O(%sg)* € (D%, 95%)) < (F(T %,5)) .
On the other hand, 0y, 4(9:) is a unit in &, , . 1(%ig) by Proposition Us-

ing Proposition M we deduce that 6, 4(9,) is also a unit in E(T*%). Hence

Rs(u(u,d) € 5(%*%0)X as claimed.
(b) Fixi=1,...,g9 and let ¥ := % U {G;}, so that

T*%_(%Uglu...u/g\iu...u%):%*7/0

because the #1,...,%, are pairwise distinct. Now, by part (a), Rge,(u,d) €
E(%*%O)X; we must show that Rg(,)(u,d)™" does not lie in the subring 8(%*%)
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of 5(70“" ). Using Lemma (b) and Proposition we see that

RS(u) (’U,, d)71 = Ag(lu)ouAé(“),d(aiE)il = Ag(lu)qud d-

S(u)?

By Definition the coefficient of 97! in this Laurent series is Ag(lu), which must

lie in O(#ig) if Ry (u,d)™! € 5(70“"”1/0). But Ag(,) has a zero at z = a; € ¥
and therefore is not a unit in O(%;i;) — a contradiction.
(c) This time we have T* 2y, — (%1 U --- U %) = T* %, and
E(T* W) = D3y ().

If Rs(y(u,d) is a unit in @gé(%) then since Ag)y € O(%ig)™, we see that

Z(m)

0u,a(0;) has to be a unit in 7~ (%) as well. Choose r € R such that @ <1 <rp,.

Then @\%nz@(@/) embeds naturally into D, (Zig), 50 8u,qd(0z) € Dr(%ig). But the
automorphism 6, 4 of D(%;s) extends to a bounded K-algebra automorphism of
D, (%;g) by Theorem and it follows that 0, is a unit in D, (%;g) which is not
the case. [l

Corollary 6.2.8. For any integers m’ > m > 0, we have
Supp (6573 /8T Rs(uy(u,d)) = 25 U4 U+ -+ U %, = Char® (/).
Proof. This follows immediately from Lemma [6.2.6] and Proposition [6.2.7] g

We can now calculate the characteristic cycle of the module that we are really
interested in, namely
.@f%f’@/.@i@)QRs(u) (u, d)
In the papers by Abe [I] and Abe-Marmora [3], one finds at least two variants of
the characteristic cycle, applicable for various kinds of modules. We are mainly in-
terested in the cycle defined at [3, §1.5.2] for holonomic @‘T%’@—modules M , denoted
Cycl(A). To calculate it, we will need the following notation.

Definition 6.2.9. Let u = )\H?ZI(JU —a;)* be given, with A € K*, a1,...,a) €
X(K) pairwise distinct and ki,...,k, all non-zero. Arrange the a;’s so that
ai,...,aq satisfy the following conditions:

(a) la;—aj|=1forall 1 <i#j<g, and

(b) for every 1 < £ < h, there is a unique iy € {1,..., g} such that |ag—a;,| < 1.
Then define for each i = 1,..., g the i-th multiplicity as follows:

mar(u) == {1 << hiig =i}
Recall also that %; denotes T2 for each i = 1,...,g.

Theorem 6.2.10. Suppose that p { d and that u = A/, (x —a;)* is given. Then
g
Cyel (2 o/ Py o Rswy(u,d)) = [Zo] + Y ma(u)[#].
i=1

Proof. Let 40 = @\g),Q/ég{QRS(u) (u,d) as above. It follows from Corollary
[6.2.8 that

Supp (g"\%[@m/) ® Wl///(o)> = Char? (///(0))

=1 @\(92)7@
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for any integers m’ > m > 0. This means that the holonomic @g)Q—module MO
. . — gt _
is stable in the sense of [3, §1.3.8]. Let /& := 73 o ®@$)@

assuming that each a; is a K-rational point of 2", we can now apply [3, Definition
1.5.2 and Proposition 1.4.3] to see that

0. Because we are

Cycl() = Cycd @ ()

where Cycl@ (.#(©) is the characteristic cycle of the holonomic .@ (gg)@-module AR

defined at [I, Definition 2.1.17]. Using [I} §2.1.12], we see that Cycl® (.Z () is the
usual class of the coherent O(T™*Zy)-module O(T* Zy)/ Gr Rs(w)(u,d) - O(T* Zp)
in the Grothendieck group of coherent O(T™*%2p)-modules of dimension at most 1.
The result now follows in view of equation and Definition O

Remark 6.2.11. Recall from that ¢ denotes the size of the residue field of k.
Since K contains the finite field extension F' of @, whose residue field has size ¢ —
see — it follows that K contains a primitive (¢ — 1)-th root of unity (.

Example 6.2.12. Suppose that 0 € X(K), and let

1

W=
(24 —7mp )

for some non-zero integer k, so that
Sw) ={ar,...,a5} ={0,7p,7p(,7pC?, -, TR(?} C K.

Because |7p| < 1, all of these points map to the same point 0 in 25 under the
reduction map X(K) — Z£p. Therefore g = 1 and mg(w) = ¢. So, in this case
Theorem [6.2.10] tells us that

t

Cycl ( : 779 ) — [20] + q[Tg 2.
-@%’QRS(w) (wv d)

6.3. The differential equation V(¢) = 1 — ¢. Recall the admissible open sub-
spaces V,, of A from Definition We are interested here in the following three
affinoid subdomains of D = Sp K(z), one containing the next:

b X:SPK@%ﬁ%
e XNVi=X- |J {lz—qa|<|mpl|}, and

aenrOp

e XNVy=SpK(r,2+)=X—{|z| <1}.

) xd—g

Viewed as subsets of P X has ¢ big holes (each of radius 1), X N'V; has ¢ + 1
big holes and X NV} has 2q holes, of which ¢ are big and ¢ are small (radius |7 g|).
Note that we have the following relations:

XNWhcXnVycX and OXNVy)DO0XNW)DOX).

Here is a drawing of these three affinoid domains when ¢ = 5:
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For future use, we record the basic invariants p(Y) and r(Y) from Definition
2.3.14] and Definition for these cheeses in the following table, using the basic
relationship (YY) = @w/p(Y) given by Corollary

Y |[XnW XnWi X
p(Y) | 1 el 1
r(Y) w w/lrp| w
Fix an integer d > 1 which divides ¢+1 and an integer k such that 1 < k < d. We
choose the following unit on X NV; whose mod-d-divisor is appropriately invariant:
1

(1 — 7731{191:)’€ )

w =

Definition 6.3.1. Define h = ((1) 771TF> eq.

Since h -z = = + mp by Lemma a), it follows from Definition that
h € G, whenever w < r < w/|rp| and that

Blh) =m0t € DL(X).

n=0

We begin with the first step of the proof of our main result of interest, namely
Theorem as a way of motivating the calculations that follow.

Let Z be an admissible open subspace of a rigid analytic space Y and let F be
a sheaf on Y. We say that the local section f € F(Z) extends to Y if it lies in the
image of the restriction map F(Y) — F(Z).

Proposition 6.3.2. Suppose that G(h) € DI

v /imr (X)) + DL(X) R (w) (w, d). Then
(§w,aB(h))o € O(X NVp) extends to X NV;.

Proof. Suppose that @) € D;/IWFI(X) is such that B(h) — Q € DL (X)Rs(w)(w,d).

Note that 60, 4(9;) is a unit in the Robba ring E'(X N Vo) with inverse &, 4 by

Corollary because w € O(X NVy)*. Now, in E’(X NVp) we have the equation
B(h)&w.a = (B(h) — Q)&w.a + Quw,a

Comparing the constant term coeflicients in this equation, we have

(46) (B(h)&w,a)o = ((B(h) — Q)&w.d)o + (Q&w.d)o-
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By Lemma applied to w € O(X N Vy)*, we have
Rs(w)(w,d) = As(w)buw,a(0z)
which implies that Rs(w)(w,d) €4 = As(w) inside £(X N Vp). Since A(h) — Q €
DL,(X)RS(w)(w, d) by assumption, we conclude that
(47) ((B(h) = Q)&w,a)o € O(X).
Since &,,q also lies in 2‘ (X NVy) — again by Corollary |6.1.7] — and since

Q € DL (X) € DL (X NVA),

by comparing the multiplication in E'(X N V) and E'(X N V1) we see that
(48) (Q€uw, d)o € 0(X NW).
Since X D X N V4, (46), (47) and (48) imply that (8(h)&w,q)o extends to X N V5.
Next, 3(h) € DL (X NVy)* C E(X N Vh)*, so conjugation by S(h) defines an
automorphism S of £(XNVy) given by S(u) := B(h)~! u B(h) for any u € E(XNV}).
Note that S(8(h)&w,qd) = &w,aB(R). Since B(h) = > ﬂ}?@a[c"] commutes with 0, it
n=0
follows from statement (b) in the proof of Theorem that
S(u) = B(h)~ up(h) = 2:(11_1 ug)0t  for any w = Zuﬁ; e E(X NVy).
i€Z i€z
Because both X N'V; and X NV} are h-stable, we see that
(gw,dﬂ(h))o = S(ﬁ(h)gw,d)o = hil : (ﬂ(h)gw,d)o
also extends to X N Vy, as desired. O
The key to our argument is that the rigid analytic function (£, ¢8(h))o on XNV,
can be explicitly computed, and shown that in fact it cannot extend to X NV;. To

do this, we study the solutions of a certain differential equation satisfied by this
function. Recall the units ¢, 4(g) from Proposition [5.2.13

Lemma 6.3.3. Let V :=6,, 4(0;) € D(X NVp). Then

V (§w.aB(h))o) =1 = cua(h™).
Proof. The constant term of the product &, ¢5(h) is given by formula :

(§w,aB(h))o = &w,da %0 B(h) = Z(fw,d)i Z <7;> 07 (B(h)m—i)-

1€Z m=0
Since all coefficients of 5(h) are scalars, we see that 07" (8(h)m—;) is non-zero only
when m = 0. Changing the summation to n = —i and using Definition this
sum is equal to
o0 3 n ﬂ_n oo
D () = () = DT = =3
ne’ n=1 n=1
Note that by Lemma |hn ll\vao < (r(XNVy)/w)* =1foralln > 1, so
this sum converges in O(X N Vo)

71'F hEI}dl]'

3\’—‘
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On the other hand, since hq[ﬁ;l] = (nil)!vn’l(l) by Definition , we have

V(hq[f,;l]) =V ((n_l 1)!V"_1(1)) = nhq[f}d forall n>1.

The twisted derivation V : O(X NVy) — O(X N'V}) is continuous, so

V(6w aB(h)o) = - (Z ;wF)"hEZ;”) == () h

n=1 n=1
Using Proposition [5.2.13|(a), we see that this is equal to 1 — ¢, a(h™1) because
h='- 2z =z — 7p by Lemma[5.2.2(a). O
Definition 6.3.4. Let Y be the subset P1*" obtained by removing all the open
balls of radius |rp| around all points in 7pOF:
Y =P\ ) {lz—al <|rpl}.
acrrOF

Note that this Y contains X N V7 and therefore also X N V. It turns out that
the differential equation from Lemma [6.3.3]satisfied by (£w,a8(h))o makes sense on
this larger subset of P1:%", namely Y D X N V5.

To understand Y better, we consider the involution s : P1-a" —3 P1an given by

the Mébius action of ((1) W(f) € GLy(F) on Phan;

s(a) =7p/a for all aePLom,
Lemma 6.3.5. s swaps X and Y.

Proof. To show that s sends X onto Y, it is enough to do this on C-points, and for
this, it suffices to show that s exchanges the complements of X(C) and Y (C) in
PLan(C). These complements are disjoint unions of ¢ open balls. Now, s exchanges
the polar hole {z € P!(C) : |z| > 1} of X with the open ball of radius |rp| around
zero. Next, if ¢ € OF and z € C, then using the ultrametric inequality, we see that

[s(z) — mpe| < |mp| & |1 —cz| < |2| & |z—cfl| <lzlelz—c <t =1.

This shows that s exchanges the remaining ¢ — 1 open balls contained in the com-
plements of X and Y. O

Corollary 6.3.6. Y is an affinoid subvariety of P and there is an isomorphism
of K-affinoid algebras

1 ~
which sends z € O(X) to y :=7np/x € O(Y).
Lemma 6.3.7.
(a) The function (W

(b) The differential operator _#0(1,yq—1)—k’d (y2 y — %y) € D(Y) is an ex-
tension of V € D(X N Vp) from Lemma to Y.
(c) There is an extension of ¢, 4(h™1) € O(X NVp)* to Y of the form

f()

1—gya-l

k
) is an extension of w € O(X NVp)* to Y\{co}.

cwalh™) = (1 +py )E e O(Y)** forsome f(y) € Z[yl.
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Proof. (a) Recall that w = 1/(29 — 7% "2)* is a meromorphic function on P! with
no zeroes or poles on Y\{oco}. Now substitute © = 7p/y into w.

(b) First we note that —#gﬁ@y is an extension of the derivation 9, € T(XNVp)
to Y since —#gf@y(a:) = 1. Since w is a unit on Y\{oo} by (a), 0,.4(0;) €
D(X NVy) extends to Y\{oo}. Next, using Lemma on Y\{oo}, we compute

qk 1 qk

quk,d(928y) =y’ ( y F;) = y25'y - Fy

So, this differential operator in fact extends to Y. Since w = w;qk(l — a1y ~hyak
and (1 —y?71)~% € O(Y)*, we can now apply Lemma on Y\{oo} to find

Ou,a(y°0y) = (1 —ya—1y-r.a (Oyar a(y?0y)) € D(Y).
Putting everything together, we see that

1 o gk
_Ee(lfyq—l)—k’d (y 811 — Fy) S D(Y)
extends V € D(X NV}) to Y as claimed.

(¢) We will show that there exists a unit ¢ € O(Y)** such that

w/h™tw=c?.

We can then use Proposition d) to see that c| xnv, and ¢y, q(h 1) are both dth
roots of w/h™1-w € O(XNVp). Now Proposition a) tells us that ¢, q(h™1) €
O(X N Vy)**, whereas c|xny, € O(X N Vp)** because ¢ € O(Y)**. Since this
group is d-divisible by [8, Lemma 4.3.2(a)], we conclude that c|xnv, = cy.a(h™1).
Hence ¢ € O(Y)** extends ¢, q(h™!) to Y.

It remains to produce the unit ¢ € O(Y)** such that ¢¢ = w/h=! - w. It is
enough to consider the case k = 1. First, we compute

TR T Y

:h—1~x7x—7rpil—y

(49) oty
which implies that h stabilises Y. Using this together with part (a), we then have

1
—q yQ+

w=mpt e
-y

Dividing through, y4™!7 .7 cancels and we obtain

w yd—y)' —y?(1—y)

h=t - w y—yl
Since y(1 — y)? — y4(1 — y) = y — y? mod py>Z[y|, we see that

w f(y)
-1 I
h=1-w eryl—yq—l

Thus w/h~! - w € O(Y)** and we can use [8, Lemma 4.3.2(a)] to define

for some f(y) € Z[y].

(50) c:= <1 +pyf(y)>é e O(Y)**.

1—ga-t

Then ¢? = w/h~! - w as desired. O
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Because of Lemma [6.3.7} we can consider the differential equation on Y:
V(Q)=c—1, (€O,

and its sheaf of solutions. More precisely, with V € D(Y) the extension defined by
Lemma [6.3.7(b) and ¢ € O(Y)* as defined by Lemma ¢), for each admissible
open subspace U of Y, we can consider the following subset F(U) of O(U):

FU)={Ce0O):Viy(()=qu-}
It is clear that F is a subsheaf of sets of Oy. We begin the study of F by looking
at formal meromorphic solutions near the point x = co or y = 0. We identify the

completed local ring 6;0 of Oy at y = 0 with the ring of formal power series
K{[y]] and look for formal solutions in its field of fractions K((y)). Actually, it will
be more convenient to work in a larger field, namely

K((1) = K())[t]/(t* —y).

For every admissible open subset U of Y containing co, we have natural K-algebra
and D(U)-module homomorphisms

O(U) — Oy, = Oy.oo = K[ly]] = K(()) = K((t)).

Lemma 6.3.8. Let U be a connected affinoid subdomain of Y containing oo, and
let pY : O(U) = Oy = K]|[y]] be the natural map. Then p is injective and
D(U)-linear.

Proof. Only the injectivity requires proof. For this, note that the closed disc
Sp K (y/m}%) is contained in U for sufficiently large n since co € U. Because U
is connected, the restriction map O(U) — K (y/n’%) is injective by [10, Proposition
4.2]. The result follows, because K (y/7’%) embeds into K|[[y]]. O

For every connected affinoid subdomain U of Y containing co, we will also write
P+ O(U)[1/y) — K((y))

for the localisation at powers of y of the map pY, from Lemma This map is
also injective and D(U)-linear.

Lemma 6.3.9.

(a) The derivation 429, : O(Y) — O(Y) extends to a continuous K-linear
derivation of K ((t)).
(b) The action of h=! on O(Y) extends to a continuous K-algebra automor-
phism 7 of K((t)) via n(t) = t(1 — t4)~a.
(¢) The resulting K-linear operators on K ((¢)) commute.
Proof. (a) Consider the K-linear derivation £t**19, : K[[t]] — K[[t]]. It respects
the t-adic filtration on K{[t]] and restricts to y?d, on K[[y]] C K[[t]] because
1 _
Etd+1at(y) _ td+1td 1 _ y2 _ yQay(y)

Now extend this derivation to the field of fractions K((t)) of K[[t]].
(b) Define n : K[[t]] — K][[t]] by setting

(51) n(f() = ft(1 = 1)) forall f(1) € KI[t]].
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This is a K-algebra automorphism which respects the t-adic filtration on K[[¢]].
Its unique extension 7 to the field of fractions K ((t)) of K[[t]] is then given by the
same formula. Because y = t?, its restriction to K[[y]] C K[[t]] satisfies

n(y) = (1 —t) ") =y/(1 - y).
On the other hand, the automorphism h=! : O(Y) — O(Y) sends y to 1%’3} by
, so it preserves the ideal yO(Y') and therefore extends uniquely to a y- adically

continuous K-algebra automorphism of (9/;/?0 = K|[[y]] which sends y to t%-. This
extension is then the restriction of 1 to K[[y]].
(¢) It remains to see that the derivation D = étd“at commutes with n. It

is enough to show that the restriction of D to K((y)) agrees with the restriction
of nDn~! to K((y)), because then the derivation D — nDn~t of K((t)) is K((y))-
linear and therefore must vanish on the finite étale extension K ((t)) of K((y)). Now
D(z) = y?0y(x) = —mp and n(z) = h™' -2 =z — 7wp, so D(n(x)) = D(x — ) =
D(z) = n(D(z)). Therefore nDn~! and D agree on K|y|, but both are y-adically
continuous and K[y] is y-adically dense in K|[[y]], so they must be equal. O

Now we define € := (1—y?~ 1)@ € K[[y]] and z := e 19 € K((t)). Using Lemma
6.3.7(a), we have
2= 1=yt ) Ry = ol (w).
We assume from now on until the end of that k # d. Under this
assumption, we see that ¢k = —k # Omodd, so that a — L7 §é Z for any integer a.
This allows us to make the following

(=" ()

m7 and set

Definition 6.3.10. For each m > 0, define «,, :=

J =ty ey € K ((y)).

m=0
Lemma 6.3.11. We have (y29,)(J) =t~ 9%e = 271,

Proof. Let f(t) € K((t)). Since y = t?, using the Leibniz rule we have

(PO y= f (1) = F(0) (G10) () + =y (470,)(f(1)
= %y, — G —1) (F1).

Since y29, is t-adically continuous on K ((t)), it remains to show that

(43, ~ &% 1) (Z amyw’n) —.
m=0

Using the binomial expansion inside K{[y]], we have
% k
==yt = S (o
0

The result follows, because

qk

(w3, — & 1)) = (g - 1pm — B ) ylomom
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In other words, we think of J informally as the integral

Yy 1 _yqfl % dy
EEY
Y y?

Definition 6.3.12. Define (4 := —7mpz (n(J) — J) € K((t)).

The operator V also extends to K((¢)), by Lemma and Lemma b).
Because z% = 7k p% (w) holds in K((t)), Lemma m(b) implies that

I S PR
V= 7TFz(y Oy)z .

Proposition 6.3.13. We have V((y.4) = pXo(c) — 1.

Proof. Since 1 and %9, commute by Lemma c), Lemma tells us that
2V (Cwa) = 2 'V(=mpz(n(J) = J))

(R0 00) )

n((y*0y)(J)) — (¥79y)(J)

= nz7h) —2h

Next, recall from the proof of Lemma [6.3.7(c) that ¢? =

=1 in O(Y). Hence

Y [ Nd ng(w) o z ¢
Pl = LW ) (n<z>> '

The definition of 7 given at shows that 7 respects the t-adic filtration on
K((t)) and induces the trivial automorphism on the associated graded. Hence

76 = lmod tK[[t]]. Looking at , we see that pY (c) € K((t)) also satisfies
pY (c) = 1mod tK|[[t]]. Since 1+ tK][[t] is d-divisible, we conclude that
Y Z
Poo(c) = —.
e
Therefore V(Cy.a) = 2(n(z71) — 271) = p¥ (¢) — 1 as desired. O

Proposition 6.3.14. The element t4%(n(J) — J) lies in K[[y]].

Proof. Let  be an integer; then since ¢/n(t) = (1 —y)a € K[[y]] and y/n(y) =
1 —y € K][[y]], using the binomial expansion for (1 — y)® we see that

takyl=r (1—y)'te7 -1
tF =Ry — gty =y [ L 1) =y
(n( ) ) n(takyl=r) Y

lies in K[[y]], provided that r > 0. Using Definition [6.3.10] and the above with
r =m(q — 1) where m > 0, we conclude that

ot B 1— y>1+%—m(q—1) -1
52 1 () — T) = S g™ <(
(52) (n(J) = J) mZ:O Y ;

lies in K[[y]] as desired. O

Corollary 6.3.15. The element ¢, 4 lies in K[[y]]. In fact, we have

o k 1 — )+ E—(a-1)m _ 1
G = 7r(1 )5 S (1) (Ti)y("_”m hl ﬁk —(g—1m)y ] '
d
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Proof. Recall that z = ¢ 1¢7% where e = (1 — y9 )4 € K[[y]]*. Then
Cuwa = —mpz(n(]) = J) = —mp(1 — y?~ )"0t (n(J) - J).

mk
Substituting a,,, = ((1(_1)17117(:2)1 into , gives the formula for ¢, 4. |
“Tym— 2

For future use, we record the following

Proposition 6.3.16. ¢, q is the unique solution to the differential equation
V(¢) = po(c) — 1 with ¢ € K((y)).

Proof. Proposition [6.3.13] and Corollary [6.3.15] tell us that (4 is a solution of
V(¢) = pX (c) — 1, so we need to show it is unique. It is enough to show that the

map V : K((y)) = K((y)) is injective. Now, V = —Le~1(y29, — L'y)e by Lemma

TF

b), so it is enough to show that y9, — % : K((y) = K((y)) is injective. Since
gk n gk n
(yay - F) (; any ) = ; (n - E) any

this is an immediate consequence of the fact that % ¢ 7. O

Next, we introduce the following affinoid subdomain of P1:":
W :=SpK(y/mp).
We identify Y with Sp K(y, ﬁ) using Corollary and note that W is
contained in Y because 1 —y971 =1+ w%ﬁl(y/mm)qfl e O(W)*x.
Lemma 6.3.17. F(W) # 0.
Proof. Recall [30, Definition 13.1.1] that the type of a number A € K is the radius

oo n
of convergence of the formal power series > ﬁ If X happens to lie in Z, N Q,

n=0
then A has a recurrent p-adic expansion, and now [30, Proposition 13.1.4] implies
that A has type 1. In other words, for any real number 0 < r < 1, we have

. "

(53) nhHH;O non 0 forany AeZ,NQ.
Now, the spectral norm |- | on O(W) = K(y/np) satisfies |y|w = |7r| < 1. Then
for any m > 0, we have

k o\ (g-1)m _ —m—1
(_1)m(d>y(q1)m (1 y)k a (=D 1 < . |7TF‘(q )
m (+ % —@=Dm)y || 1% = (a=1)m-1)]

because |(—1)m(ﬁl)| <1and |(1—y)l-a—(@=Dm _ 1]y < 1. Because % €Z,NQ,
implies that the partial sums

& k 1— )% —(a=Dm _q
Cni=mp(l— yq_l)_g Z (—1)m<d>y(q—1)m ( y)k °
" (1+% —(@-1m)y

of the power series ¢, 4 converge with respect to the spectral norm | - |y to an
element ¢’ € O(W). Because (, — (,—1 converges to zero y-adically in O(W), it
follows that ¢, also converges y-adically to ¢’ in O(W).

m=0
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Recall the D(W)-linear and injective map p% : O(W) — (7}/?0 = K][y]] from
Lemma Since pY is continuous with respect to the y-adic topologies on
O(W) and K][[y]], we deduce that

W _ W o W _

Poc(C) = pog (im Cu) = lim p™ (Cr) = Cu,a-
Since p¥¥ is D(W)-linear, p¥ (V(¢')) = V(Cw,a) = p% (cyw — 1) by Proposition
so V(¢') = ¢w — 1 because p¥¥ is injective. Thus ¢’ € F(W) as desired. [

Our next result relies on a long computation of the p-adic valuations of certain
binomial coefficients, which we perform in

Theorem 6.3.18. The series ¢, q € K[[y]] does not have bounded coefficients.
Proof. Using the binomial theorem, we compute that for any 0 # u € Z,,
l-yr-1_ 1 K (n I ( n
) Ol (N GV "
1y Yy ; n ) 7 ; n+1 )

Let s := y?7 1, and let ® : K[[y]] - K|[[s]] be the K|[[s]]-linear projection operator,
which sends y* to 0 if ¢ — 114, and which is the identity on K[[s]] C K[[y]]. Using

the elementary identity %(nil) = % = %H(“;l) we compute that
(1—3/)“—1> —( n-1 (=)

54 P <7 =— —_—

(54 1y ; tlg—1)) lqg—1)+1

Set pp =1+ %k — (g — 1)r and note that p, # 0 for any r € N because £ ¢ Z
by our choice of k£ and d. Take the series appearing in Corollary [6.3.15] change the
dummy variable from m to r, apply ® and substitute in to obtain

1 k _ o (k o (M1 _(=9)*
Lo = 3 OE (-5 G asn)
qk
2 [ (DESD Y .
We observe that the formula on the right hand side only involves g. Since d | (¢+1)
and 1 < k < d, after multiplying both k and d by % if necessary, we may assume
that d=q+1and 1 <k <gq.

By Corollary below, the p-adic valuation of the coefficient of s™ appearing
in the above expansion is not bounded below as m varies: in other words, this
series does not have bounded coefficients. Since the operator ® sends K°[[y]]x to
K°|[s]]k we conclude that (, q also does not have bounded coefficients.

Corollary 6.3.19. We have F(Y) = 0.
Proof. Suppose for a contradiction that ¢ € O(Y) satisfies V(¢) = ¢ — 1. Now
oY) =Ky, ﬁ) by Corollary SO

P (O(Y)) € K°[[yllx.

Since pY, : O(Y) — K[[y]] is D(Y)-linear by Lemma [6.3.8] we have V(p¥,(¢)) =

pro(e) =1, 50 X (¢) = Cw,a by Proposition [6.3.16] But then (u 4 € K°[[y]]x which
contradicts Theorem [6.3.18] O

Lemma 6.3.20. We have [F(X NVp)| < 1.
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Proof. It is enough to show that V = 6, 4(0;) is injective on O(X N V}). Now,
1 xk
w= = =27% mod O(X N Vp)**.
P s TR (R e T xnto)

Since O(X NVy)** is d-divisible by [8, Lemma 4.3.2(a)], we can now use Lemma
243 and Lemma 2.4.2] to see that

V =ub,-a g(8;) u=' for some wue O(XNVp)*.

Thus it remains to show that 0,-q 4(0;) = 0, + %% is injective on O(X N Vp).
Suppose that 9, (v) = — 22 for some non-zero v € O(X NVy). Then 9, (v?z*) = 0
so v = Az~ for some A € K. Then \ # 0 since v # 0, so v € O(X N V)*. Let
D := {Jz| < 1} and apply the map pxnv, from [8, Proposition 4.3.1] to see that

d- pxnv, W) (D) = =gk - pxnv, (x)(D) = —gk. This contradicts f% ¢ 7. O
We can finally prove the main result of §6.3]

Theorem 6.3.21. Let w = —, where d | (¢+1) and 1 < k < d. Then

1
(a:‘lfﬂ'g:la:)
B(h) ¢ DI (X) + DL(X)Rs(w)(w, d).

@/|mr|

Proof. First, we treat the case when k # d. Suppose for a contradiction that
B(h) € DL . (X) + DL(X)Rs(w)(w,d). Then we can find ¢ € O(X N V4) such
that Cxry, = —(€waB(h))o by Proposition[5:3.2, Now, —(&,.4B(h))o € F(X 1 Vy)
by Lemma[6.3.3] Because the restriction map O(X NV;) — O(X NVp) is injective,
we deduce that ¢ € F(X NVq).

Now, since W(C) = {a € C : |a| > 1} U{oc} in the z-coordinate, we see that
XNW =XnV,. Since also V5 C Vi, we have

(XNnW)NW =Xn',.

On the other hand, if a € C and |a — (! < 1 for some i =0,--- ,q— 2, then |a| = 1
and a € W(C). Therefore W contains all of the ¢ ‘large’ holes of X N V;. Hence

(XNV)UW =Y

and {W, X NV} is an affinoid covering of Y.

By Lemmal6.3.17, we can find some ¢’ € F(W). Then both (|xnv, and ¢'|xnv,
lie in F(X N Vp), so they are equal by Lemma Finally, Tate’s Acyclicity
Theorem implies that the local solutions ¢ € F(X NV;) and ¢’ € F(W) glue to
give an element in F(Y'), which contradicts Corollary

The case k = d requires a special, but much easier, argument. First note that
when k =d, w = (29 — ﬁ%_lx)’d is a d-th power, and in fact we that we have

_ A—d
w = As(w).

Hence we can apply Lemma b) to see that

1(02)As(w)y = 02 A5 (w),

because 0, 4 is the identity map in view of equation @) Therefore Rs(y)(w,d) lies
in the left ideal DL (X )z, and it will be enough to show that

B(h) ¢ DL, . (X) + DL(X)z.

@/|me|

RS(w)(w, d) = HU]Ad

S(w)?
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Suppose for a contradiction that S(h) = P + Qz for some P € D; /IWFI(X ) and
Q € DL(X). Hence P € D,(X) for some r > w/|np| and Q € Dy(X) for some
s > w, by Definition d). Since r > w/|mp| > w, we may shrink s if necessary
to ensure that » > s > w. Now, applying the involutive transpose automorphism

(—)T : Dy(X) — Ds(X) from Lemma [2.2.11| shows that
(55) B(h)" = PT +2Q".
By Definition we can find a sequence of elements (a,)52, in O(X), such that

n—roo

lim |a,|xr" =0 and P" =" a,0" € D.(X).
n=0

Next, we use the fact that (—)7 is continuous and 87 = —9 to compute
o0 T o0
s = (3 Mo ) =S oy = p(-n)
N — n N i B '
Setting z = 0 in equation and equating coefficients shows that
@ =a,(0) forall n>0.
n!

Finally, Lemma [2.3.16| tells us that ﬁ > B Hence

T n nrn
n.(|7T;|) <|7TFn' lan (0)] < [an|x™ — 0 as n — o0

lmelr . 0

which is impossible because r > w@/|7r| implies that =X

6.4. Estimates of p-adic valuations of binomial coefficients. The goal of this
section is to estimate the p-adic growth rate of the coefficient

k gk
" (D (EE)

(56) 2 @D+
that arises in the proof of Theorem for 1 < k < ¢q. In particular we will
see that for certain special values of n, the term corresponding to the value of r
that maximises the p-adic valuation of the denominator (n — r)(¢ — 1) + 1 will
dominate this sum and moreover the p-adic norm of this term will be unbounded
as n increases through these special values. To achieve this we will appeal to a
Theorem of Kummer to estimate the p-adic valuation of the binomial coefficients
that appear in the sum.

For the remainder of the section we fix 1 < k < ¢ and define [ = v,(q).

Let A € Z, and n € N be given, and consider their p-adic expansions

A=Xo+p\+p* Ao+, n=ng+pn +png+---

where the p-adic digits \; and n; all lie in {0,1,...,p— 1}. Since n is assumed to be
a natural number, we know that n; = 0 for all sufficiently large .

Definition 6.4.1. Let A € Z, and n € N be as above.
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(a) Let i > 0. The i-th carry function v;(\,n) is defined as follows:

. 1 if A+ng>p—1
YA, n) = { 0 if X+no<p-—1

and for ¢ > 1, it is defined recursively by

4 1 if Xi+n;+v-1(An)>p—1
%(A’”)*{o if A+ ni+yi-1(Ahn) <p-1

(b) We define
LA\,n):=inf{i >0:9;(A\,n) =0 forall j>i}.
(c) For each m > 0, the m-th non-carry function is defined to be
Non(Aom) = {0 < < m : 74(Am) = 0}].
(d) We define (A|n) to be the binomial coefficient (*").

Thus L(A, n) records the position after which there are no further carries when
performing the addition of A and n in Z,; it is possible that L(\,n) = oo but this
happens only when \; = p — 1 for all sufficiently large 7. More precisely we have
the following Lemma.

Lemma 6.4.2. L(\,n) = oo only when ) is a negative integer and n > —\.

Proof. Since n € N there is m > 1 such that n; = 0 for all j > m.

Suppose that L(A,n) = co. Then by definition 7;(\,n) = 1 for infinitely many
values of j. But, by a), if vj(A,n) =1 for j > m then v;_1(A\,n) = 1 and
Aj = p—1. It follows that v;(A\,n) =1 for all j > m—1and A\; = p—1 for all
j = m and X is a negative integer. Moreover (A 4+ n); = 0 for all j > m; that is
A+n € bN and so n > —\ as claimed. O

In our applications, L(\, n) will always be finite. The function N, (A, n) records
the number of non-carries that occurred in the first m digits when performing the
addition of A and n in Z,.

We have now developed enough language to precisely state Kummer’s theorem
on the p-adic valuation of binomial coefficients.

Theorem 6.4.3 (Kummer, 1852). Let A € Z, and n € N be given, and suppose
that L(A,n) < co. Then

vp(Aln) =m — N (\,n) for all m > L(\,n).

Under the assumption that L(\, n) < oo, the carrying will stop in finite time in
the sense that eventually all v;(A,n) are zero. Then for sufficiently large m, the
quantity on the right hand side is independent of m and returns the total number of
carries that occurred during the addition of A and n in Z,, — this is perhaps a more
usual way of formulating Kummer’s theorem. We also note that if L(A\,n) = oo
then (A|n) = 0 so v,({A|n)) = oo in that case.

Proof of Theorem[6.].3 A proof in the case that A € N appeared in [3I]. A modern
account of the proof in that case can be found in [26] Theorem 3.7].

Now let u € N be such that 0 < g < pP™ and v, (A — p) = L(\, n); that is the
p-adic expansion of y is the truncation of the p-adic expansion of A at the L(A, n)th
digit. Then it is easy to verify that L(A,n) = L(u,n) and N,,(A\,n) = Ny, (u,n)
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for all m. Moreover v,(A|n) = v, {u|n) since vp(A + 1) = vp(p + %) < L(A, n) for all
1<i<n. O

In most cases of interest to us, the possibility of carrying process not stopping
in finite time is ruled out by the following

Notation 6.4.4. Given ag,ay,---,a;-1 € {0,1,---,¢— 1}, write
[ag, o1, 1] = aoq® +ongt + -+ aj,lqj_l.
We call «; the ith g-adic digit of this g-expansion.
Lemma 6.4.5. Suppose that A € Z,,, n,j € N with
A= (o, a5-1]; mod ¢’ and n = [, ... Bi—1l;-
(a) If B; + a; < g — 1 for some 0 < i < j then v(i1)7—1(A,n) = 0.
(b) If Bj_1 +@j—1 < g—1then L(A\,n) < (j +1)f.
Proof. (a) Under the hypothesis 5; + a; < ¢ —1
Vf— CY‘,B' 1f’Y— )\,TL =
7(i+1)f71()\>n): s i) . i )_
Yi-1(ai +1,8:) if yip—1(An) =1
and since «; + 1 + 3; < ¢ this is zero in either case.
(b) Since n < ¢’, we have n; = 0 whenever i > jf. The result now follows from

part (a) and Definition [6.4.1)a). O

Definition 6.4.6. For n > 1, let M = M, € N be largest possible such that
14+qg+--+¢™ <n. We also define

si=s8,:=n—(1+q+ -+ >0
It is easy to see that s, < ¢M»*! since otherwise we could make M larger.
Lemma 6.4.7. Let 0 < 7 < n be an integer. Then
vp(r —sp) < (M, +1)f
whenever r # s,,.
Proof. Since s < ¢M*landn —s=14+q+ -+ g™ < ¢+,
s—¢Mtl <0< s<n<s+ M,

which implies that

{0,1,--- ,n}n(s+¢"'Z) = {s}.
Suppose that v,(r —s) = (M + 1)f. Then ¢™*! divides r — s, so r € s + ¢M+1Z.
Since 0 < r < n by assumption, we conclude that r = s. ([

Corollary 6.4.8. Let 0 < r < n be an integer. Then

_ B M+ f it r=s,,

vp((n—r)lg-1)+1)= { vp(r — 8) if T # Sp.

Proof. By definition of s, v,((n — s)(g — 1) + 1) = v,(¢M*1) = (M +1)f. Now
(n=r)g-)+1=(-Ds-r) + @=s¢-1+1

and m := v,(r — s) is strictly less than v,(¢™*1) = (M + 1)f whenever r # s by

Lemma Since v, (¢—1) = 0, the result now follows from the non-Archimedean

triangle inequality. O
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Thus, combining the last two results, we see that s,, has been chosen to maximise
p-adic value of the denominator of for given n.
We are also interested in the following complicated-looking binomial coefficient.

Definition 6.4.9. For each n,r € N with 0 < r < n, define

k(g —
Sp 1= <quk1 —nlg=1) [ (n=r)(g—1) = <z;1— r)((j— 11))>

In order to control this, until Corollary below, we fix a possibly very large
positive integer N > 0, and define ny to be the smallest positive integer such that

_ g N
nN = mod
N 2—1 q

This expression obviously depends on N, but because of its frequent appearance
we will abbreviate it to n := ny until Corollary [6.4.17] The reason for this choice
of the form of n is the following result which will enable us to ignore the S, , in
the numerator of when estimating its p-adic value.

Proposition 6.4.10. v,(S,,) > 0 for all 0 < r < n and v,(Sp,s,) = 0.

Proof. The first part is well-known since ¢k/(q + 1) is a p-adic integer.

We define a := q‘i—kl —n(q—1) € Z, so that @ = 0mod ¢". That is, the p-adic

digits o; of o are zero whenever j < N f. Similarly, since M < N,
B:=(m—-s)(g—1) <Mt —1<gV

so B; =0 for all j > Nf. It follows that v;(«,3) = 0 for all j > 0, and therefore

Up(Sn,s) = vp(|B) = 0 by Theorem [6.4.3] O

For reasons that will become apparent later we now assume

Niseven ifl<k<g—lork=2=gq
N is odd ifk=q>2
It is also convenient to suppose that N > 6.

We can now compute the precise value of M, in terms of N depending on the
values of k£ and gq.

Lemma 6.4.11.
N-1 ifl<k<qg—2o0ork=q>2,
M,=¢N-2 if (k=gq—1landg>2) ork=qg=2,
N-3 ifk=1q¢9=2.

Proof. Since n < ¢V it is immediate that M < N — 1 in all cases.
‘We see that

(@—k-1g+@-1) _,, (29-k-1)q+(¢-2)
=2+
1-—¢2 1—¢g2
so, for 1 < k < ¢ — 1, since N is even, the g-adic expansion of n is
n=0+(q-kq+@@-1DF+@-1-F¢+-+(g-1)¢" >+ (¢g-1-k)¢" ",
For k = g > 2, since N is odd, the ¢g-adic expansion of n is

n=040-q+ -1+ @-1)+(@q-2)¢"+ -+ (@—-1)¢" 7+ (¢—2)¢" ",

n=1+ mod ¢
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and for k = g = 2, since N is even,
n=0+0-g+ (¢ - 1>+ (¢ - 1)’ + (¢ =2)¢" +---+ (¢ = 2)a" > + (¢ - 1)g" ",
where in all cases, the ¢-digits after the 3rd digit repeat with period 2 until the last
q-digit.

If 1 <k <q—2then ¢ > 3, and it is now easy to see that

N-1

l+g+@+ - +¢V <22+ ¢V <n

so M =N —1.
Similarly if k = ¢ — 1 and if ¢ > 3, then
L+g+@®++q"2<2¢V 2 <n< gV
and so M = N — 2, and if £ = ¢ and ¢ > 3, then

l+qg+¢+-+¢ T <n<gV

so M =N —2.
The two cases where ¢ = 2 can be treated in a similar manner noting that when
¢=2,14q+ ¢+ +¢"¥ =g -1 O

Our next job will be to compute the g-adic expansions of q_%l — 8, and s, up to
the f(M + 1)st p-adic digit in all cases.

Lemma 6.4.12. Write A := qu1 € Zp\N.
(a) Suppose that 1 < k < ¢—2. Then M is odd and

s = [q_17 q_k_27 q_27 q_k_27 T q_27 q_k_2]M+1
A—s = [k+1, 1, k+1, 1, ey k41, a1

(b) Suppose that k =¢— 1 and ¢ > 2. Then M is even and

s = [q_17 q_la q_37 T q_17 q_3]]\/1+1
A—s [0, 2, 0, ceey 2, 0] ar+1

(c) Suppose that £k =1 and ¢ = 2. Then M is odd and

s = [17 1 17 07 Tty 17 O]M-i-l
A—s = [0, 0, 1, 0, -+, 1, Olp41

(d) Suppose that k =2 and ¢ = 2. Then M is even and

s = [17 07 ]-7 ]-7 07 Ty ]-7 0]M+1
A—s = 1, 0, 0, 1, 0 ---, 1, Olpm+1
(e) Suppose that k = g and g > 2. Then M is even and
s = [q_17 q_25 q_37 T q_27 q_3]]\/1+1
A—s = [1a 27 17 I 27 1]M+1
where = denotes congruence modulo ¢+,

Note that all of the displayed expansions are recurrent with period 2f but not
purely periodic: the two g-digits just preceeding the - - - sign are the repeating ones.
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Proof. The parity of M can be deduced in each case from Lemma [6.4.11] and the
parity of N.
Since ¢M*1 divides ¢" in all cases,

—qk
= 2moquJrlso
—q
—qk 1
s = a — mod ¢M*!
1—-¢2 1-—gq
—qk—q—1 M1
= - odgq
_9 ke
_ 4=+ @—k-2)g
1—¢?
— 2q —k —2
_ 2Jr(q 3) + (2¢ )q, and
1—¢2
k k 1k 1
A—s = Jrq ta+tl _Rktat mod ¢M Tt
qg+1 1—¢? 1—¢2

All the calculations can now be done in a straightforward manner. For the case
where k = ¢, it is helpful to note that s < n < ¢*V*1 by definition of n, so that the
last two g-digits in the g-expansion of s are ¢ — 3 and ¢ — 2. For the cases where
g = 2 it is helpful to remember that s + 2™+ = n + 1 and to use the g-expansions
of n found in the proof of Lemma [6.4.11 (]

Corollary 6.4.13. In all five cases appearing in Lemma|6.4.12] the carrying in the
sum s + (A — s) stops before the (M + 1)f position. More precisely, we have

LA—s,s) < (M+1)f.
We note that the parity of IV in each case was chosen to make this true.

Proof. In each case we can use the expressions for s and A — s in Lemma and

Lemma b). O

The remaining substantive result will be the following Proposition, whose proof
highlights the importance of counting the non-carry positions in the sum (A —r) +
r=A\

Proposition 6.4.14. Let A € Z,\N, s € N and ¢ > 1 be given, such that
LA —s,8) <.
Then for any r € N with v,(r — s) < ¢, we have
VplA —7|r) —vp(r—s) > wvp(A—s|s) — L
Proof. Theorem [6.4.3] implies that
(57) Up(X —sls) =L —Ne(A—s,s).
Define the m-th truncation function t,, : Z, — N for m > 0 by

oo ) m—1 ]
tm (Z Miﬂ) = Z pip'

=0 i=
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where p; € {0,...,p — 1}. Note that the sum on the left is computed in Z, but
the sum on the right is computed in N. Because L(A — s,s) < ¢ by assumption,
Definition b) implies that v,—1(A — s,s) = 0. Therefore

(58) M()‘ -5 3) > -/V.é—l(A -5, S) = Nm()‘ -5 3) = Nm(tm(/\ - S)atm(s))

whenever 0 < m < ¢. This inequality applies in particular when m = v,(r — s)
which is strictly less than ¢ by hypothesis. Note also that because r = s mod p™,
we know that t,,(r) = t;,(s) and ¢, (A — 1) =t (A — ).

Next, we have the crude estimate
(59) NjA=r,1) S Nt (A —7),tim (1)) + (j —m) forall j>m.

Finally, let j = max{m, L(A — r,r)} which is finite by Lemma because
A ¢ N. Then Theorem implies that
(60) vp(XN —rlry =7 —N;(A—r,7).

Applying , , and , we obtain
J=NjA=rr)—m

Vp{A —7|r) —m

> =N\ =7), (1))
> _-/\[E()‘ -5 S)
= v,(A—sls) =4
as required. [l

We now put everything together to obtain our main estimate.
Theorem 6.4.15. Let 0 < 7 < n be given with r # s. Then

(A—r|r) (A —s]s)
vP((nr)(q1)+1> >”p<(ns)(q1)+1)‘
Proof. By Corollary it is enough to show that
vp({A = 7(r)) —vp(r — s) > vp((A = sls)) — (M + 1) f.

We set £ := (M + 1)f. Then Corollary [6.4.13[tells us L(A — s,s) < ¢, and Lemma
6.4.7|tells us that v, (r—s) < £. Now the required inequality follows from Proposition
6.4.14 0

It remains to estimate the carries in the sum s+ (A — s).

Proposition 6.4.16. For each N > 6 of suitable parity depending on k and ¢
; ( (A — sl|s) > o 3—-N
PAs(g—1)+1/ = 2~
Proof. We note that by Theorem and Corollary
vp((A=sls)) = (M +1)f =1 = Narprys-1(A = s, ).
Considering Lemma [6.4.5(a) and Lemma we see that

M -2
Naignyp-1(A = s,8) = { 5 J

Moreover by Corollary vp((n—98)(g—1)+1)=M+1)f.
However, M > N — 3 by Lemma [6.4.11} Hence
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Here is the main result of §6.4]
Corollary 6.4.17. The p-adic valuation of the rational number
n % q+1 (q Dr
Z +1)( (n—r)(qg— 1))
(n—r)g—1)+1

is not bounded below as n varies.

Proof. Apply Proposition [6.4.10] Theorem and Corollary [6.4.16 (]
6.5. Proof of Theorem We assume in this section that the hypotheses
of Theorem [5.3.12 hold, namely:

o [Z] € PicCon (T)4ors and w[.Z] € PicCon(T)[p'],

e the order d of w[.Z] in PicCon(Y) divides ¢ + 1,

e ¢ € dZ is the order of [£] in PicCon’(Y),

o n>v.(e) and a € Op,

i NnJrl < JnJrl-

The map M, 4 from sends PicCon(Y)[d]! into Mo(h(Y,),Z/dZ)!. Since
w[Z] € PicCon(Y)[d]!, we can now use Lemma a) to make the following

Definition 6.5.1. We let k € {1,2,--- ,d} be the unique integer such that
M, 4(w[ZL)]) = kvy,.
Recall from Definition and [8, Definition 4.1.1] the affinoid W := W, ,:

r—a

1
W =SpK <T, 7> where 7 :=
-1 -1 T
We fix a primitive (¢ — 1)** root ¢ of 1 in K* using Remark [6.2.11| and note the
following basic properties of our affinoid domain W.

Lemma 6.5.2.

(a) W NV, is obtained from W by removing the open disc {|7| < 1}.
(b) W NV,41 is obtained from W by removing the ¢ open discs

{Ir=np| <Izrl}, {lr=mpll <l|mpl}, - A{lr—mp¢"?| <|mpl}, {I7] <|mp[}.

Proof. (a) V,, is obtained from D by removing all open discs of radius |7rp|™ around
all points in Op with respect to the xz-coordinate. Now W is contained in a closed
disc Sp K(7) of radius |7p|™ which contains exactly ¢ such open discs. We have
removed ¢ — 1 of these when forming W. Hence W NV, is obtained from W by
removing the last of these open discs, namely {|7| < 1}.

(b) This time Sp K (1) contains g2 open discs of radius |7p|"T! with respect to
the z-coordinate. Of these, ¢(¢ — 1) are contained in the ¢ — 1 open discs of radius
|7|™ which are removed when we form W. This shows that W contains exactly ¢
more such open discs that have to be removed when forming W NV, ;1. (Il

When n = 0,q = 5, a picture of W D W NV, 1 D WNYV, can be found in

Theorem 6.5.3. There exists ¢ € K(7)NO(W)* with S(c) C F, and an algebraic
generator z € %, 11 (W) with associated rational function

1

L ®dy __ —
¢(Z ) =wuc where u:= m
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Proof. We define Sy := {0} U {1,(,¢2%,---,¢972} and note that S; forms a set of
coset, representatives for mrOF in Op containing 0. Let S be any set of coset

representatives for 7 T20p in O containing a + 7TF81 W(K)NOp.
Using Definition [6.5.1] “ together with Lemma [£.3.5(b) we see that

Tnt1(Mpt1,a(W[Z])) = Mp,a(w[Z]) = kvn = rpg(—kvpga).
Lemma c) then implies that M, 41 4(w[-Z]) = —kvy41, and hence
Mpt1,4W[ZL)(Dypt1) = —k+dZ forall be Op.

Note that —s ¢ N because k > 1. We can now apply Theorem Ma) with
n + 1 in place of n with k;, := —k for all b € S, to choose an algebraic generator
¥ € Lnt1 (W) with associated rational function v such that

vp(v) =k forall besS.
T =t and k # 0, we see that S(u) = a + 7}S1,

Now, since u = T =

I S

(ri—ng

and that vp(u) = vp(v ) or all b € S(u). Therefore the rational function ¢ := v/u

satisfies S(¢) = S(v)\S(u) = S\(a + 7%S1) C F. This finite set does not meet
W (K) because SN W (K) = a + 7%8;. Hence ¢ € O(W)* as claimed. O

Proposition 6.5.4. Let [Z] denote the image of 2 € 4,11 (W) in Z,(W) under
the natural restriction map %, 11(W) — Z,(W). Then the element

g =1~ (np/m) "] € L, (W)
is an algebraic generator for %, (W) with associated rational function ¢/79%.

Proof. Since £ generates .Z,,+1(W) as an (Ow )y, 7(W)-module, we see that [Z]
generates £, (W) as an (Ow )yprp—(W)-module. Note that 1 — (7p/7)?"! € 1+
OW)(mr/72)°°, so by [8) Lemma 4.3.2(a)] it is a dth power in 1+O(W)(rg/72)°°
Since O(W)(mp/7%) € O(W )yay in view of Lemma, (a), we conclude that ¢
also generates £, (W) as an O(W )ypay-module as required by Definition a).

Using Theorem we see that the associated rational function to y is
B = (1= (ap/r) ) —— ;

(r7 — W}];lT)k Tk
Next, S(¢/79*%) C {a} US(c) € K by Theorem m so Definition c) is
satisfied. Since ¢ € O(W)* and k # 0, we see that S(c/7%%) "W = {a}. Definition
d) is now satisfied vacuously by ¢, whereas Definition e) holds because
vo(c/T%)/d = —qk/d ¢ N as k > 1. O

After Theorem and Proposition and Corollary we have explicit
presentations for the 2, (W)-module £, (W) and Z,1(W)-module .%,.1(W).
Next, we will make the connection with the theory developed earlier on in §f] by
making a change of coordinates: recall from the affinoid domain

1

1 —a

Lemma 6.5.5. Let g, = (0 o
F

) € B(K). Then g, (W) = X.

Proof. We have gq -2 = zﬂ‘; for all z € K. Using the definitions of W and X, we
see that 2 € W(K) if and only if g, - 2 € X(K). Hence g, ,(W) = X. O
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Corollary 6.5.6. There is a K-algebra isomorphism
X Zu(W) = Z0(X)
such that x(7) =z and x(7%0;) = 0, and X(Zn+m(W)) = Z(X) for all m > 0.
Proof. Note that ¢(gen) = mr" by Definition and that g, ,(W) = X by
Lemmam The affinoid W lies in A(|mp|"0,/w)" by Lemma [5.3.10} so we can
apply Corollary with r = @/|7mp|™ to get the required K-algebra isomorphism
X = (Gam) oo W) 2 Zu(W) =DL (W) = DL(X) = Zp(X).

Then X(7) = gan -7 = (Gan - ® — a)/7% = ((a + 7ha) — a)/7f = z and x(0,) =
Gan - O = 0(Ga.n)0r = "0y by Lemma e).

Finally, we can apply Corollary again with r = @/|mp|"T™ to see that yx
maps Zn1m (W) onto Z,,(X) for all m > 0. O

Next, we record the presentations for £, (W) and %, 11 (W) after applying this
change of coordinates as well as untwisting via the untwisting automorphism 6}

x(¢),d
of 29(X) = DL (X) from Corollary [2.4.11} More precisely:

Definition 6.5.7.
(a) Define b := x(c) € O(X)* and w := (29 — w%ﬁlx)’k = x(u).
(b) Let M := 9y(X) ® Z,(W) where Zy(X) is viewed as a Z,,(W)-module
w)

n

o

via the isomorphism 91;_,; ox: Z,(W) — Zy(X).
(c) Let M := (X)) ® )an(W) where 2 (X) is viewed as a P11 (W)-

n+1

o

module via the isomorphism 9;; oX: Dnt1(W) — 21(X).

Theorem 6.5.8. We have
21(X) Z0(X)
and M % .

@1(X)R5(w) (w,d) @0(X)Rs(zqu)($_qk,d)
Proof. By Theorem and Corollary we have

Lny1(W) = Znia(W) - 2 = Dy a(W) [ Dt (W) R (ue) (uc, d).
Now, applying Lemma |4.2.22((b) with r = w/|rp|™ shows that

X(RS(u(') (ucv d)) = RS(x(uc)) (X(U’C)v d) mod K.
Next, x(uc) = wb, so Lemma [4.2.17|(c) gives
RS(x(uc))(X(uc)7 d) = RS(wb) (wb7 d) = Gb,d(RS(wb) (w7 d))
Since S(w) N S(b) = 0, S(wb) is the disjoint union of S(w) and S(b), s0 Ag(wp) =
As(w)AS(b) and Rs(wb)(w7d) = AS(b)RS(w)(w7 d) Therefore
X(Rs(ue)(uc,d)) = Oy q (As(b)RS(w)(w, d)) mod K.

However, b and hence A are units in O(X), so we have
(61) eb_,éx (-@n-&-l(W)RS(uC) (uc, d)) =% (X)RS(w) (w,d).

This implies that M’ = WM as Z1(X)-modules. The second isomor-

phism is deduced similarly using Proposition instead of Theorem [6.5.9 O
We assume until the end of that the field K is discretely valued.

=
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Corollary 6.5.9. The 2,,(W)-module .%, (W) is simple if k # d.

Proof. After Theorem [6.5.8] it is enough to check that G OR ?"(Xk)) )
S(xz—ak ?

simple Zo(X)-module. Now Rg(,-ax)(z7%, d) = 20, + % by Definition [4.2.10(b),
and —% € Z,\Z because ¢ = —1modd and k # 0modd by our assumption on k.
We can now apply Theorem to conclude. ([l

is a

Proposition 6.5.10. The natural action map

©: D (W) ®W) Lna(W) — £, (W)

n+1

given by o(Q ®v) :=Q - 7(v) for all Q € 2,,(W) and v € Z,+1(W), is surjective.

Proof. The restriction map 7 : £, 11 (W) — £, (W) is non-zero, so ¢ is a non-zero
Dy, (W)-linear map. If k # d then .24, (W) is a simple Z,,(W)-module by Corollary

[659] so ¢ is surjective.
Suppose now that k = d. Inspecting the definition of the algebraic generator
¥ € £ (W) from Proposition we see that

Ty = (r97t — ﬂ'q_l)[z"] € im .

Since %, (W) = 2,,(W) - 9, it remains to show that § € 2,,(W) - 777 15. Now,

Do(X)
0(X) D (W) ) Do(X)Rs(g-aay (x4, d)

as Pp(X)-modules by Theorem m However, S(z79%) = {0}, and
R{O}(x_qd, d) = 20, +q = Ry (79, 1),
so applying Theorem with u =279, t =1 and d = 1, we see that
(62) M = (j.On—{0})75(X)
as Zo(X)-modules. Inside (j.Oa_(0})75(X), we compute
7= (=1)1719l . a7l € 9p(X) - 2?7,
and hence § € 2,,(W)- 7914 because the isomorphism sends 1@y tox—9. O

Next, we need to obtain the following upper bound.
Lemma 6.5.11. We have {(ker ¢) < ¢ — 1.
Proof. After applying the change of coordinates made precise by Theorem [6.5.8]

the map ¢ induces a non-zero Zy(X)-linear map

Z0(X) , Do(X)
: = Py(X) ® M — M= :
Zo(X) Rs(w)(w,d) ol )%m D0(X) R (y-ary(x =, d)

Now, by applying Theorem [6.2.10] — see also Example [6.2.12] — we know that

24(2) _ .
CyCl (m) = [e%b] + q[TO %)L whereas

24(2)

Cycl (W = [Zo] + [T5 Zo]

Since ¢ is surjective by Proposition [6.5.10] so is 9. Therefore

Cycl(ker¢) = (¢ — 1)[Tg Zo]-
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Since |Cycl| is additive on short exact sequences and | Cycl(V)| > 1 for non-zero
holonomic _@([5(% )-modules V', we see that ¢(V) < | Cycl(V)| for every holonomic

@é(%)—module V. Hence {(ker ¢) = £(ker ) < | Cycl(keryp)| = ¢ — 1. 0
n+1 _
Definition 6.5.12. Define g = ( Wf ) € Npy1 and h = ((1) ;TF) € N;.
It follows from Lemma [5.3.3] that 8(g) € D,(D)* whenever r < w/|rp|"*1.

Since w/|rp|" < w/|nr[" T, B(g) lies in %, (D)* and hence can also be viewed as
an element of 2, (W)*.

Proposition 6.5.13. 3(g) ¢ Zni1(W) 4+ Zn(W)Rs(ue)(uc, d).

Proof. Suppose for a contradiction that £(g9) € Zni1(W) + Zn(W)Rsue) (uc, d).
Then we can use equation to deduce that

0, ax(8(9)) € Z1(X) + Zo(X) - Z1(X) Rs () (w, d).
Since x(7%:0;) = 0, and g -z — 2z = 75" by Lemma a), we see that

—x(zwnm mJ) Zﬂ _ B0,
By Proposition [5.2.13] m we can find an element ¢,-1 4(h) € O(X)* such that
0, ax(B8(9)) = Op-1 a(B(h)) = cp-1 a(R)B(R).

Since 21(X) € Zo(X), we conclude that c;-1 g(h)B(h) € Z1(X)+Zo(X)Rs(w)(w, d).
Since cp-1 4(h) is a unit in O(X), this implies that f(h) € 21(X)+Z0(X)Rs(w)(w, d).
This contradicts Theorem [6.3.21] O

Note that since g € Np41 < Jp+1 by our assumption on J, and W is N, 4 1-stable
by Lemma [5.3.10} the Z,,41(W)-module carries a compatible action of g.

Corollary 6.5.14. The secret g-action from Lemma on
-@n(W) ® )fn-i-l(W)
n+1

is non-trivial.

Proof. Write S := 2,(W) and S’ := 2,41(W). Choose an algebraic generator
2 € ZLpt1(W) as in Theorem and write r := Rg(yuc)(uc,d). By Corollary
4.3.12) we can choose Q € S’ such that Q-2 = g- 2. If the secret action was trivial,
then

loi=gx(10z)=p4(g) '0g-2=P9g '@Q =54 'Qe:z
Now anng/ (%) = S'r by Corollary [£.3.12] so anng(1 ® 2) = Sr because S is a flat

S’-module by Lemma [4.3.10{(a), Therefore 3(g)~'Q —1 € Sr. Hence Q — B(g) € Sr
so B(g) € S’ + Sr, which contradicts Proposition [6.5.13 O

Next, we need some elementary group theory. Let kr denote the residue field of
our p-adic field F' and let kj = kp —{0}. We view kp as a finite elementary abelian
p-group of order ¢, and kj as a cyclic group of order ¢ — 1. As in let Irre (kF)
be the set of isomorphism classes of simple K [kr|-modules, which is naturally in

bijection with the set EI\: of K~ -valued characters of kp. The group kj acts on kp
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by multiplication; since this action is by abelian group homomorphisms, we obtain
an induced action of kj on kp given by

(t-x)(a) = x(t"ta) forall ye& kp,a € kp,te k.
Lemma 6.5.15. k. acts transitively and freely on la\{()}

Proof. Suppose t € kj fixes 0 # x € lg; under the above action. Then (7! —1)a €
ker x for all a € kp. Since kr is a field, (t~* — 1)kp = kp unless t = 1. But x # 0
forces ker y < kp, so indeed ¢ = 1. The result follows since |ky| = |kp\{0}|. O

Corollary 6.5.16. The action of kj on Irri (kp) has exactly two orbits.

Proof. When K = K, this follows directly from Lemma because the bijection
Irrge(kp) = Ig; respects the kx-action on both sides. In general, because our ground
field K has characteristic zero, we may identify Irrx (kr) with the set of primitive
idempotents of the group ring K[kr], and every such idempotent is the sum of
a Gx-orbit of primitive idempotents of K[kr], where Gx = Gal(K/K). Since the
Gk-action on K [kr| commutes with the k3-action, we deduce from the case K = K
that any two non-principal idempotents in K [kp] lie in the same kj-orbit. O

We now spell out the application of these ideas that we will need.

(1 a\ (O} 0) (1 —a)
Corollary 6.5.17. Let B := (0 1) ( o 1J\o 1) Then

(a) B stabilises W = Sp K (7, ——) where 7 = £=2,

T

n+1 n+2
(b) B normalises N, 11 = ((1) mr 10F> and Npyo = ((1) o 10F>'

(¢) the B-action on Irrg (Ny41/Ny12) has exactly two orbits.

Proof. (a) This is an easy calculation using Lemma [5.2.2]a).
(b,c) We compute that (a 0) conjugates <1 W?‘jla) to (1 7Tgﬂaail)
’ 0 1 0 1 0 1 ’
so that the conjugation B-action on N,11/N, 2 is completely determined by the
multiplication action of k; on kp. Now apply Corollary [6.5.16 0

We can finally put everything together and prove Theorem [5.3.12
Proof of Theorem|[5.3.12 Consider the commutative triangle

(@,L(W) ® «iﬂn-‘rl(W)) «iﬂn(W)

-@nJrl(W)

i

(Qn(W) ® «i”nﬂ(W))

Npja

D41 (W) Tnsr

where we must show that the diagonal map is an isomorphism. Because J,, 1 con-
tains N, by assumption, the vertical map is surjective. Proposition[6.5.10]implies
that the diagonal map is surjective. Hence, to show that it is an isomorphism it is
enough to check that the horizontal map is injective. By enlarging K if necessary,
we will assume that K contains a primitive p**-root of unity Cp-
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We will apply Theorem with the following parameters: S = 2, (W), §' =
D1 (W), M = £,(W), M' = £, 11(W), G is the subgroup B from Lemmal6.5.17]
H = N,.1 and H = N,.o. Note that M is an S x B-module and M’ is an S’ x B-
module, and these actions descend to S x g B and S’ x g B respectively by Theorem
Note also that the restriction map M’ — M is B-equivariant because our
line bundle . is assumed to be [-equivariant in Definition All points of
Hypotheses clearly hold, except possibly for points (e,f) of Hypothesis
which, after decoding the notation, follow from Theorem [5.2.11]since G = B < Gy .

Next, we verify the conditions (a-c) of Theorem [5.1.11]

(a) This is Corollary [6.5.14

(b) This is Corollary [6.5.17|(c).

(c) Since K is assumed to contain ¢, and since H/H' = N,41/Npio = kp is
an elementary abelian p-group of order ¢, we see that |Irrx (H/H')| = q. Now the
required inequality follows from Lemma

Theorem now tells us that the comparison map (S ®g M )g — M is
injective as desired. O

7. COADMISSIBILITY AND APPLICATIONS

7.1. Quasi-coherent modules over a tower of rings. We begin with some
algebraic preliminaries. Recall that a tower of rings is a diagram

S.:So<—51(—52<—~-'

of associative, unital rings, and unital ring homomorphisms. A morphism of towers
of rings fe : Ty — Se is a commutative diagram of the form

To T T
A
So Sy S
An S,-module is a diagram M, := My < M; < My < --- where each M, is an

S,-module, and every connecting map u%l)n : My+1 — M, is an S;, 1-linear map
for n > 1, where M,, is regarded as an S,,+1-module via restriction of scalars along
the ring homomorphism ,ufﬂm 2 Snt+1 = Sn. A morphism of Se-modules is defined
in the obvious way. The space of global sections of M, is

T(M,) = lim M,

this is naturally a module over I'(S,) = <h_m S,. We say that the S,-module M, is

quasi-coherent if the following map is an isomorphism for all n > 0:

1® :“rl\z/{kl,n : S, ®+1 My+1 — M,
Given a morphism f, : T4 — S, and an Se-module M,, we can form the pullback
Te-module Ty, ®g, M, defined by
(Te ®s, Ma)n =T, ®s, M,, forall n>0,
whose connecting maps for n > m are given by
MZ%SM = ,uz;m ®H§1m ,uf‘l/{m 1T ®s, My, — Ty, ®s,, M.

Lemma 7.1.1. If M, quasi-coherent, then so is Te ®g, M.
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Proof. Consider the following commutative square:

TRgM
1®p, 41 m
Tn & Tn+1 by Mn+1 Tn & Mn
Tn+1 Sn+1 Sn
:T 1ol
Tn ® Mn+1 ~ Tn & (Sn ® Mn+1).
nt1 = Sn Snt1

The vertical arrow on the left and the bottom horizontal arrow are isomorphisms

by the associativity of tensor product, whereas the vertical arrow on the right is an

isomorphism because M, is quasi-coherent. So the top horizontal arrow is also an

isomorphism. O
For each integer ¢ > 0, we can form the shifted tower Se[c]:

Selc] = Se + Seq1 ¢ Seqa -+

so that Se[c], = Spie for all n > 0. There is a shift functor My — M,[c] from S,-
modules to Se[c]-modules, given by M,[c|,, = M,,+. for all n > 0. The connecting
maps u§+c,c : Snte = Sp in S, induce a morphism of towers of rings

1S Selc] — Se
and there is a similar morphism of towers of abelian groups ¢§; : Me[c] — Ma,.

Lemma 7.1.2. Let ¢ > 0 and let M, be an S,-module.

(a) The map I'(cg) : I'(Se[c]) = I'(S,) is a ring isomorphism.

(b) The map I'(¢§;) : I'(M,[c]) = T'(M,) is an isomorphism of abelian groups.
Proof. (a) Because ¢ > 0, we have the projection map <11_m Sn — (h_m Sn+te, and it
is a two-sided inverse to I'(1§) = <11_m [ o <h_m Snte — <ll_m Sh-

(b) This is entirely similar. O

In fact, I'(¢§;) is a I'(Se[c])-linear isomorphism, when its codomain is regarded
as a I'(Se[c])-module via the map I'(+%).

Proposition 7.1.3. Let ¢ > 0 and let fo : Te — Se and ge : Se[c] — To be
morphisms of towers of rings such that the diagram

is commutative. Then:
(a) T'(fo) : T'(Te) — T'(S,) is a ring isomorphism.
(b) Let M, be a quasi-coherent Se-module and let Lo := Ty ®g, (] Mo [c]. Then
there is a I'(7T,)-linear isomorphism I'(Le) — I'(M,), where the T'(S,)-
module I'(M,) is regarded as a I'(T, )-module via T'(f,).
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Proof. (a) Applying I gives the commutative diagram
INGY

[(Te[c]) I(Ts)
T(fs [c])l % J/mf.)
P(Sale) —p—=T(5%).

Since the horizontal arrows are isomorphisms by Lemma|7.1.2(a), we conclude that
the diagonal arrow has both a right inverse and a left inverse. Hence it is an
isomorphism, and consequently so is T'(f,).
(b) Noting that L, = T\, ®s,,,. M. for each m > 0, we define additive maps
Mpye 2% L, 2% M,
as follows: for x,y € M,,+. and t € T}, we set
(63) ap(@) =10z and Bt ©y) = fin(l) - Hoyem(y):

Now let n > m > 0 and consider the following diagrams:

a Brn Hit
Mo ——> L, —"= M, Lypye —— L,
Mﬁﬂ»dmlJrCl Nﬁ,ml l“ﬁ/{m Bmﬁ»ci / \Lﬁm
Mm+c ﬁ Lm ? Mm Mm+c ? Mm
m Pmde,m

The verification that these diagrams commute is straightforward; for example, to
show that a,, o Btc = AL,L,LJFCVC, let t € Thqc and y € My, 10, and use the fact that
Gm © fmte = My em to calculate as follows:

am(5m+c(t & y)) = C)ém(fm+c(t) :um—i-2c m+c(y))
= 1 & fm—i—c(t) H’m+2(‘ m+c(y)

gTH(ferC(t)) & Mm+20 m+c(y)
Merc,m( ) ® lu’m+2c m+c( )
= item(t@Y).

Thus we have defined morphisms of towers of abelian groups o, : Me[c] — Lo and
Be : Le — M,, and they fit into the following commutative diagram:

c

L —~“— > L,

sl / J»

M,[¢] ——— M.,.
s
Considering the Ty-module L, as an S, [c]-module via the morphism g, : Se[c] — T,
and the Se-module M, as a T,-module via the morphism f, : Ty — S,, we can verify
that ae becomes a morphism of S, [c]-modules, whereas /3, becomes a morphism of
To-modules. Apply the global sections functor I' to this diagram. Using Lemma
[7.1.2(b) we deduce as in part (a) that T'(B.) : I'(Le) — I'(M,) is an isomorphism
of I'(T, )-modules. O
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7.2. An alternative presentation for the algebra 73(X, J). We now return to
the setting of 5| so that D C P! is the closed unit disc, with local coordinate .
Recall the G-topology D,,, on I from Definition [4.3.9

Definition 7.2.1. For each affinoid subdomain X of D, let m x be the least integer
m such that X € D,,.

Lemma 7.2.2. Let X be an affinoid subdomain of D and let m > 0. The derivation
70, of O(X) preserves O(X)° if and only if m > mx.

Proof. By Definitions|4.3.9(a) and[2.3.9(a), m > my ifand only if r(X) < w/|7p|™.
By Corollary [2.3.19} this is equivalent to ||0z||o(x) < 1/|mp|™. This, in turn, is
equivalent to 7%, preserving O(X)° inside O(X). O

Notation 7.2.3. We will write A := O(X)° and £ := A9, until the end of
We refer the reader to [7, Definition 6.1] for the definition of Lie lattices.

Corollary 7.2.4. Let X be an affinoid subdomain of D. For every m > mx,

(a) 7@ L is an A-Lie lattice in 7(X), and
(b) there is a natural isometric isomorphism of K-Banach algebras

§:UMRL) K — Dymypy-m (X).

Proof. (a) Because m > my, Lemma implies that 7% L is a sub (K°, A)-Lie
algebra of T(X). Now apply [7, Definition 6.1].

(b) There is a unique A-linear map jrme : 7@L — Dip,-m(X) =: D that
sends 77 0, to mi0. Let ja denote the inclusion of A into D. It is easy to verify
that jrm . respects Lie brackets and satisfies [jm 2 (v), ja(a)] = jrmc(v(a)) for all
v € L and a € A. The universal property [7, §2.1] of the enveloping algebra
U(m{ L) implies that jm » extends to an K°-algebra homomorphism j : U(7# L) —
D. Because the image of this map by construction lands in the unit ball of the
K-B;an/ac_lﬂgebra D, it extends further to a K-Banach algebra homomorphism

j: U(@® L)k — D. Finally, Rinehart’s Theorem [39, Theorem 3.1] implies that

{m"02 : n > 0} is an orthonormal basis for the O(X)-Banach module U (7% L)k
in the sense of [22] §1.2, p.7], whereas it follows from the construction of D that
{m@™d™ : n > 0} is an orthonormal basis for D. Since j sends 97 to 9" for each
n 2 0, we conclude that it is an isometric isomorphism. O

Recall from Notation the Twahori subgroup I of GL2(Op), given by

d

We fix a closed subgroup J of I and let X be a J-stable affinoid subdomain of D.
We now recall the construction of the algebra 5(X, J) from [9, Definition 3.3.1].

Recall from [9, Definition 3.2.13] that (J, H) is an A-trivialising pair if J is
a J-stable A-Lie lattice in Derg (O(X)) and H is an open normal subgroup of J
such that px (H) < exp(pcJ) inside Autx (O(X)), where px : J = Autx(O(X))
is the action of J on O(X). For each A-trivialising pair (7, H), there is a crossed
product U(J)k xg J, and 5(X ,J) is the inverse limit of these crossed products
taken over all possible A-trivialising pairs (J, H).

(64) I:= {(Z b) € GLy(OF) : c = OmodﬂpOF} .
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Lemma 7.2.5. Let X be a J-stable affinoid subdomain of D. Then (77 L, Iintevn, ®))
is an A-trivialising pair whenever m > mx.

Proof. The affine formal model 4 = O(X)° in O(X) is J-stable since X is J-
stable, and it is 7' L-stable by Lemma Hence by [9, Corollary 4.3.7], it will
be enough to verify that (ng(D)Oax,Jer%F(p)) is an O(D)°-trivialising pair.
Therefore we may assume that X = D.

Recall congruence subgroup J,, of J from Definition and note that pp(J,)
acts trivially on O(D)° modulo 7%. If £ denotes the ring of K°-linear endomor-
phisms of O(D)°, then pp(Jytcv, . (p)) < 1+ p T E. Since every element of pp(.J)
is an K°-algebra automorphism of O(D)°, it follows from the proof of [9, Lemma
3.2.5(a)] that log pp(Jimtev,, (p) < PTE Derge O(D)° = prp O(D)°0,. O

After Lemma [7.2.5] [9, Theorem 3.2.12] and Corollary [7.2.4(b), we have at our
disposal the crossed product

D|.,‘.F |—m (X) X J
Imtevn ()
for every J-stable affinoid subdomain X of D and every m > mx. Note that the
trivialisation of the Jy,yey,  (p)-action on Dy |-m (X) is j o Brme, where fBrm, is

the trivialisation of the Jy, ey, (p)-action on U (77 L)k obtained from [9, Theorem
3.2.12] and Lemma and j comes from Corollary b). On the other hand,
when m > mx, by Proposition we also have the crossed product

_ pt
D (X) :il J = Dw/‘ﬂﬂm(X) J:il J.

Definition 7.2.6. Let X be a J-stable affinoid subdomain of D and let m > mx.
Define

(a) To(X) := Dppp-m(X)  x  J,and
Imtevn (o)
(b) Sm(X) = D(X) x J = D!

m
N w/|m|

Note that the algebra T,,(X) is functorial in X and therefore defines a presheaf
Tm on the G-topology D, /J — see Definition d).

Proposition 7.2.7. For every J-stable affinoid subdomain X of D, the tower
T (X) = Tonxe41(X) = Ty 12(X) = -

gives a Fréchet-Stein presentation for the algebra ﬁ(X ).

Proof. Use Lemma [7.2.5] [9, Lemma 3.3.4] and the proof of [9, Theorem 3.4.8]. [

(X) = J.

Jmt1

We will now make a precise comparison of the two constructions.

Theorem 7.2.8. For every m > 0, there is a commutative diagram

Tm

Terev,rF (p)

DxJ Fntconp () g fm

mtevn,(p) — S
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of presheaves of K-algebras on D,,/J.
Proof. Fix X € D,,,/J. We will first construct the K-algebra map

Let r be a real number satistying w/|mp|™ < r < |7p| " min{w/|rp|,1}. Then in
particular r < |7p|~™, so by Lemmathere is a K-Banach algebra homomor-
phism f, ; : Djpp-m (X) — Dp(X) which fixes O(X) and sends 0 € D, |-m(X)
to 0 € D,(X). This map is J-equivariant for the J-actions on Dj |-~ (X) and
D, (X) that were constructed in Proposition Because also w/|mp|™ < r <
@/|mp|™ T, we can apply Lemmatogether with Theorem [5.2.11| to construct
the crossed product D,.(X) x J as in the proof of Proposition[5.3.4 Then by [9]

Jm+1
Lemma 2.2.7], fy,.» extends to a K-algebra homomorphism

fm,r bell 1J . D‘WF‘—WL(X) A J — DT(X) x J

) Im+1
provided we can show that it respects the two trivialisations

jo ﬂﬂ.?g : Jm+6U7rF(p) — D|7TF|7m (X)X and ﬂ : Jm+1 — DT(X)X

Recall from [9 Lemma 3.2.10(a)] the action map ¥rm : U(m L)k — B(O(X)) so
that trpz o Brpe is the restriction of px to Jyteo,, () DY [9, Definition 3.2.11].
Recall the action map o, : D,.(X) — B(O(X)) from Lemma [2.3.12] and note that

Yrm e is just the restriction of o, to U(ny L)k ; more precisely, we have
(65) Op O fm,r Oj = 1/}71'%"‘[)
where j is the isomorphism from Corollary b). Then

=0r0 ﬁ|J,,

or0fojoBame = 1Yame o Brme = pxyy, hevmp (8)

vtevn  (p)

by Proposit and therefore ﬁ\Jm+ev,,F<p> = fojofam because o, is injective
2.3.12]

by Lemma [2.3.12(b). This is precisely what is required to apply [0, Lemma 2.2.7],
and completes the construction of f,, , x 1;. It is clear that if w/|7p|™ < r' < r
then f,,,» x 1 is compatible with f,,, x 1 in the sense that fp,,» x 1; is the
composition of f,, , x 1; with D,.(X) ;. ., J = D (X) x;, ., J. We can now

m+1 m+1
define

fm(X) : T (X) = Sm(X)

to be the colimit of the maps f,, X 15 as r approaches w/|mp|™ from above.
We will next similarly construct the K-algebra homomorphism

gm(X) : Sm-i-evﬂp(p)(X) - Tm(X)-
Let r be a real number such that @ < r|7rp\m+€”"F(p) < w/7F, so that the crossed
product D,.(X) x J is defined as in the proof of Propositionw Note

that then 7|rp|™ > w/|np|V=r®) = |p|ﬁ76 > 1, s0r = |rp|”™. Hence by
Lemma|2.2.10 there is a natural K-Banach algebra homomorphism gy, , : D,(X) —
Dy oj-m (X) which fixes O(X) and sends 9 € D,.(X) to 0 € Djy,.|-»(X). Now, the

mtevn () +1
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diagram

gm,r

Dp(X) ————> Dy (X)

| e

B(O(X)) <——U(mp L)k

Yrmr

1

is commutative, so that o, = ¢zms 0" 0 gm . Therefore

1
1/)77}?[: 0 O gm,r © 5 = 0,0 ﬂ = px = 1/)77}?[: o Bw}”ﬁ|]m+wa(p)+1

again by Proposition [5.2.10| and [9] Definition 3.2.11]. The factorisation (65]) to-
2.3.19(

gether with Lemma b) shows that t;m . is injective, and we deduce that
9m,r © B = j o 67"};L£|Jm+ev7rF(p)+l .

Because the map gy, , is J-equivariant, this equation allows us to apply [9, Lemma
2.2.7] and deduce that g,,, extends to a K-algebra homomorphism

m,r X 1s: DT(X) X J — ,D|7rp|*m(X) X J.

Tmtevr p (0)+1 mtcvr  (p)

Passing to the limit as r approaches @/|rp|" "=+ () from above, we obtain the
required K -algebra homomorphism

9m (X) : SerE”“F (p) (X) — Tm (X)

Finally, we leave to the reader the straightforward verification that the diagram in
the statement of the Theorem is commutative, and that the morphisms f,,(X) and
gm (X) are functorial in X. O

Corollary 7.2.9. For each n > 0 there is an isomorphism

D(—,J) —» lim Py x J

m>n Jm+41

of presheaves of K-algebras on D,,/.J.
Proof. Use Proposition Theorem and Proposition [7.1.3{a). O

For future use, we establish here the following flatness result.
Theorem 7.2.10. S,,(X) is a flat right 7, (X)-module whenever X € D,,/J.

Proof. Write ¢ := evy, (p). Form the crossed product C' := D! (X) x J,

n
@ /|7l Jhie

and consider the following commutative diagram:

%(X) - D‘WF‘in (X) inc S Sn(X) - D;/|7"F|" (X) Jjj—l J
_pt _ pt
C = Do e (X) 2 T D =D (X):

Note that C is a flat right D-module being a crossed product of D with the group
J/ Jp+c, which allows us to deduce from the right-module version of [40, Lemma 2.2]
that S, (X) is a flat right C-module. On the other hand, we deduce from Theorem
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and Lemma that C is a flat right 7, (X)-module. Hence S, (X) is a flat
right 7, (X)-module as claimed. O

7.3. Coadmissibility of j..Z on the local Drinfeld space. We begin with the
following elementary result.

Lemma 7.3.1. Let D — S be an extension of rings such that S is finitely gener-
ated and projective as a left D-module. Then every S-module M which is finitely
presented as a D-module is also finitely presented as an S-module.

Proof. We can find a finite generating set {vy,...,v,} for M as a D-module such
that if 8 : D™ — M denotes the corresponding surjection then ker @ is also finitely
generated. Clearly {vi,...,v,} also generates M as an S-module; let ¢ : S™ — M
be the corresponding surjection. Since S is a projective D-module, Schanuel’s
Lemma implies that S™ @ker 8 = D" @ker ¢ as D-modules. Since S is finitely gener-
ated as a D-module, ker ¢ is finitely generated as a D-module being a homomorphic
image of S™ @ ker §. Hence ker is also finitely generated as an S-module. O

We now return to the setting of §5.3l We assume [Z] € PicCon’ (T)iors
satisfies Definition [5.3.2] and fix a closed subgroup J of the Iwahori group I.

Corollary 7.3.2. Let n > v;.(e) and let X € D,,/J. Then .Z,(X) is a finitely
presented S,,(X)-module.

Proof. We know that %,(X) is a finitely presented Z,,(X)-module, by Theorem

and Corollary [4.3.12] The 2, (X)-action on .%,(X) extends to an S,(X)-
action by Theorem [5.3.6l By construction, S, (X) is a crossed product of Z,,(X)

with the finite group J/J,,11 and is therefore finitely generated and free as a left
2, (X)-module. Now apply Lemma|7.3.1 O

The following consequence will be useful later on.
Proposition 7.3.3. Let n > v.,.(e) and let X € D,,/J. Then the map

Sn(X) s%)) Z(D) — Z.(X)

induced by the S, (X)-action on .%,(X) is an isomorphism.

Proof. We abbreviate D := 2,(D), D’ := 2,(X),S := S,(D) and 5’ := S,(X);
these rings form a commutative square

D——=0D

|

S ——=9".

There is a natural transformation 7 : D’ @ p — — S’ ®5 — between two functors
from S-modules to D’-modules; since S (respectively, S’) is a crossed product of
D (respectively, D') with the same finite group J/J,11, we see that the map 7g is
an isomorphism. Since both functors are right exact, we conclude using the Five
Lemma that 7, is an isomorphism for every finitely presented S-module M.
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Now let M := %,(D) and M’ := %,(X) and consider the commutative triangle

nm

NS

M.

Since M is a finitely presented S-module by Corollary the horizontal arrow
N is an isomorphism by the above. Because the diagonal arrow on the left is an
isomorphism by Lemma a), we conclude that the diagonal arrow on the right
is also an isomorphism. [l

DM S'® M
D S

Recall from Definition [5.3.11| that N = ((1) OlF)

Proposition 7.3.4. Let X be a J-stable affinoid subdomain of . Suppose that
d ] (g+1) and Ny,yq1 < J for some mg > max{mx,vr.(e)}. Then the canonical
action map

Sn(X) ® LX) — Z(X)
87L+1(X)

is an isomorphism for all n > my.
Proof. This map appears as the top horizontal arrow in the commutative diagram

Sp(X) © LX) Z(X)
Sn+1(X)

T

Sp(X) ® <3n+1(X) ® fnﬂ(D))T)Sn(X) ®  ZLny1(D).
Snt+1(X) Sn+1(D) = Sn+1(D)

Now X € Dy,41/J because n +1 > n > mg > mx, so the vertical arrow on the
left is an isomorphism by Proposition Also, because n > mg and because
Npo+1 < J by assumption, we have

Nn+1 = Nm0+1 mIn-‘,—l < Jﬂ]n—i—l = Jn—i—l-

Therefore the vertical arrow on the right is an isomorphism by Corollary[5.3.17] The
bottom horizontal arrow is an isomorphism by the associativity of tensor products
and the result follows. O

We can now invoke the formalism of and prove our first main result.

Theorem 7.3.5. Let X be a J-stable affinoid subdomain of ID. Suppose that
d | (¢+1) and Nypy41 < J for some mg > max{mx,v.,(€e)}. Then
(a) (j+Z)(X) is a coadmissible D(X, J)-module, and
(b) for each m > my, the canonical map
SulX)_© (1. L)(X) — LX)
D(X,J)

is an isomorphism.
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Proof. (a) For each m > 0, let S, := Spmo+m(X), T := Tmo+m(X) and M, =
Zmo+m(X). Then S, is a tower of rings, and M, is a quasi-coherent Se-module by
Proposition Theorem [7.2.8] gives us a diagram of towers of rings

Tyl — =T,

o / -

Seld ———— 5.
ts

where ¢ := ev,,.(p). Note that <li‘me = 5(X, J) by Proposition [7.2.7 Now

Ly =T, ®g,q Mo [c] is a quasi-coherent Ty-module by Lemma 7.1.1|, and each
Lm = 1Im ®Sm+c M77L+C

is a finitely presented T;,,-module because M,, . is a finitely presented S, +.-module

by Corollary [7.3.2] In other words, lim L,, is a coadmissible lim T;,, & ﬁ(X ,J)-
— —

module. Now, Proposition b) implies that there is a natural isomorphism

(66) lim M,, = lim Ly,

Since the restriction map (j..2)(X) — <h_m M, is an isomorphism by Proposition

we conclude that (§,.%2)(X) is a coadmissible D(X, J)-module as claimed.
(b) Write T, := D(X,J) and M, := <li_mMm. By [44, Corollary 3.1], the

canonical map oy, : Ty, @1, Moy — Ly, is an isomorphism for each m > 0. This
map, together with the map ¥, : Sy, @7, Moo — M, in question, appears in the
following commutative diagram:

S, @ M., v M,
Too

mi )

Sm ® (Tm7® Moo) %Sm%g) (Tm ® an+c) ?Sm @ an+c

1Ram,

Tm oo m-+tc m-+tc

where the arrow on the right is induced by the action of S,, on M,,. We see that
this arrow is an isomorphism by a repeated application of Proposition and
conclude that ), is also an isomorphism as required. O

Lemma 7.3.6. j,..Z is a locally Fréchet I-equivariant D-module on D.

Proof. The local Drinfeld space T = DN is an admissible I-stable open subspace
of D. Since .Z is an I-equivariant D-module on Y, its pushforward j,.Z is an I-
equivariant D-module on D. According [9, Definition 3.6.1(a)] we must show that
(1=Z)(U) carries a Fréchet topology for each affinoid subdomain U of D, and that
the action maps ¢7*< (U) : (j..2)(U) — (j.-£)(gU) are continuous for each g € I.
We observed in §4.3|that T admits a quasi-Stein covering (1) . Therefore UNS
admits a quasi-Stein covering (U NV,,)52, and there is a natural isomorphism

LUNQ) = lim LU NV,),
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Since .Z is a coherent O-module on T and since U NV, is affinoid, each £ (U NV,,)
is naturally a K-Banach space. In this way, we see that (7,.2)(U) = Z(U NN)
carries a natural K-Fréchet space topology.

The continuity of the maps ¢7+% (U) : (.. £)(U) = (j.-£)(gU) now follows from
the continuity of the maps ¢ (U NV,,) : L(UNV,) = ZL(g(UNV,)), which holds
by viewing .Z(g(U N'V},)) as an O(U NV,,)-modulle via g (U NV;,), automatically
by [22], Corollary 1.2.4]. O

We can finally prove our first main local result.

Theorem 7.3.7. Let [Z] € PicCon’ (T)iors. Suppose that the image w[.Z] of [Z]
in PicCon(Y) is killed by g + 1. Let j: T < D be the open embedding, Then

J«Z €Cpyy

1 OF)

for any closed subgroup J of I which contains an open subgroup of N = (0 1

Proof. Tt is easy to see that the isomorphism in Lemma is J-equivariant, and
so by that result and Theorem a) we know that

(j2)(D) = Z(¥) 2 lim 2, (D)

is a coadmissible 5(}]), J)-module. Because j..Z is a locally Fréchet I-equivariant
D-module on D by Lemma and because J < I, by [9, Definition 3.6.7] it
remains to exhibit a continuous D-linear J-equivariant isomorphism

Loc2® (1. 2)(D)) =5 j.2.

Recall that by [d, Definition 3.5.12], Locg(D"])((j*Z) (D)) is the unique extension

of a sheaf Pg(D’J)((j*.i”)(D)) on the basis Dy, of D, defined at [9, Definition 3.5.3].

Because Locg(D’J)((j*Z)(]D))) and j..Z are sheaves, by [7, Theorem 9.1] it will

suffice to exhibit an isomorphism of J-equivariant D-modules on D,

o

e Py (G Z) D) = (L )p
Let X be an affinoid subdomain of D and let H be an X-small open subgroug? of
Jx = Stab;(X), in the sense of [9, Definition 3.4.4]. Because J contains an open
subgroup of N by assumption, so does its open subgroup H. Hence we can find
an integer mgy > max{mx, v..(€e)} such that N, +1 < H. For each n > my, let
Sn(X) :== 2,,(X) xp,,, H and note that the natural action map

S"(X)s%) 2, (D) — Zn(X)

is an isomorphism by Proposition applied with J replaced by H. Note that

D(X,H)= lim T,(X) and (j..2)(D)= lim N, (D)

n>=mg

by Corollary and equation (66]), where we replace J with H so that
To(X) == 2,(X) . H and N,[D):=T7,D) ® )XnJrC(D)

n+1 nte

2Since I preserves the free O(D)°-Lie lattice O(D)°; in T(D), we see that in fact, in this
situation every open subgroup H of Jx is X-small.
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and ¢ := evy, (p). Now, for each n > mg there is a commutative diagram

Ta(X) _® Ny(D) Tn(X)  ® )$n+c(X)

Tn( ) Sn+c

|

7;L(X> ® gnJrC(D) ~ 7;L(X) ® (SnJrC(X) ® gnJrc(D))
Snte(D) - Snte(X) Snte(D)

where the maps on the left and on the bottom are isomorphisms arising from the
associativity of tensor products. The vertical map on the right is an isomorphism
by Proposition so the top horizontal map is an isomorphism. Taking the
inverse limit of these maps and using equation together with the definition of
® from [7, §7.3] and [9, Lemma 3.4.13], we obtain a 73(X, H)-linear isomorphism

pr(X):D(X.H)_® (1LZ)D)= lim Tu(X) ® Na(®) = (L)X
D(D,H) nzmo Tn (D)
Write M (X, H) := 73(X, H) ® (jZ)(D), let X’ be an H-stable affinoid subdo-
D(D,H)
main of X, let H' be another open subgroup of J containing H and let g € J. We
leave to the reader the verification that the following diagram commutes:

e (X"

M(X', H) (JZL)(X)
M(X,H')
/ enr(X)
H(X) .
M(X, H) . (o) (X)
9% m g+ #(X)
M(gX,7H) ——— (4:2)(9X)

It follows that the isomorphisms g (X) are compatible as H shrinks to 1, and
commute with the restriction maps on both sides. Passing to the limit over all
X-small H we obtain the required J-equivariant D-linear isomorphism

o PPCD (. 2)D) = lim M(—, H) = j.2. 0
H

7.4. Coadmissibility and irreducibility. Let j : @ — P! and jo : T — D be
the open inclusions and let Gy := GLo(OF).

Theorem 7.4.1. Let [£] € PicCon%® (Q)tors- Then

JxZ € Cpr/pg
for every closed subgroup H of Gy which contains an open subgroup of SL2(OF).
Proof. Using the argument given in the proof of Lemma we see that j,.Z is

0 1) € Gy so that

a Gy-equivariant locally Fréchet D-module on P'. Let w := (1 0
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{D, wD} forms an admissible affinoid covering of P! by two copies of the closed unit
disc D. Note that the Iwahori subgroup I from stabilises D, so the opposite
Iwahori subgroup “I := wlw™! stabilises wD; we will show that j,.Z is {D, wD}-
coadmissible in the sense of [0, Definition 3.6.7(a)].

Next, consider the restriction Zy so that [ZLy] € PicCon’ (T)iors. Because
w[Z] € PicCon(Q)% is killed by ¢ + 1 by [8, Corollary 4.3.9], we see that w[.%] €
PicCon(Y)! is also killed by ¢+ 1. Since H contains an open subgroup of SLy(OF),
J := HNI contains an open subgroup of N. Therefore (j.-2)p = jo,«(Zv) € Cp,s
by Theorem Entirely similarly we deduce that (j.-2)jwp € Cuwb/(Hnw1)-
Hence j..Z € Cp1 /g by [9, Definition 3.6.7]. O

We will now work towards the irreducibility of j..Z viewed as an object in the
abelian category Cp1,g,. We start in the following abstract setting. Let X be a set
equipped with a G-topology, let S be a sheaf of rings on X, let i be a covering of
X and let M be a sheaf of S-modules on X. We say M is U-quasi-coherent if the
canonical map

S(V) ® MU) — M(V)
SU)
is an isomorphism whenever U € U and V is an admissible open subset of U. For
UV el, write U ~pq VIEMUNV) #0 and let =, be the equivalence relation
on U generated by ~,. We say that U is M-connected if there is only one =,
equivalence class in U.

Proposition 7.4.2. Let M be an S-module on X and let &/ be an admissible
covering of X. Suppose that

(a) M is U-quasi-coherent,
(b) U is M-connected, and
(¢) M(U) is a simple S(U)-module for all U € U.

Then M contains no non-zero proper {-quasi-coherent submodules.

Proof. Let N be a U-quasi-coherent S-submodule of M. We first show that for
any U,V € U with U ~yq V, N(U) = M(U) if and only N (V) = M(V). If not,
then because M(U) and M(V') are simple, we may assume that without loss of
generality that A(U) = 0 and N (V) = M(V). But then because both N" and M
are U-quasi-coherent,
MUNV) = SUNV) @ M(V) SUNV) @ N(V)
S(V) S(V)

= NUNYV) = SUNV) @ N{U)=0
S(U)

which contradicts the hypothesis that U ~xq V.

Suppose now that the S-submodule A is non-zero. Then we can find at least one
U € U such that N (U) # 0, and hence N (U) = M(U) because M(U) is simple.
Since U is M-connected, we conclude that in fact N'(U) = M(U) for all U € U.
Since A and M are both U/-quasi-coherent, we see that

NW)=8W) @ NU)=8(W) @ MU)=MW)
SU) N

for any U € U and any admissible open W C U; thus MU = My for all U € U.
Since U is an admissible covering of X and since N' and M are sheaves, we conclude

that N/ = M. O
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Here is how we apply this general result. Recall the sheaf of rings Z,, = D; Jlme|n
from Definition on the G-topology ID,, on D, and recall that the truncated line
bundle .Z, := jo .(L5) is a Z,-module by Corollary 4.3.11

Theorem 7.4.3. Let [£] € PicCon’(Y)iors. Suppose that the image w[.Z] of
[Z] in PicCon(Y)iors is non-zero and of order d dividing g + 1. Let jo : T — D
be the inclusion, let n > 0 and let .7, := jo.(Zy). Then Z,(D) is a simple
Py, (D)-module.

Proof. Let U, be the covering {Wi n,..., Wh_ n, Ty} from Deﬁnition We can
use Lemma (a) to see that %, is a U,,-quasi-coherent Z,,-module on D,,. Then
by construction, .Z, (W, ,, N'Y,,) is non-zero for any ¢ = 1,...,h,, so the covering
U, is .%,-connected.

Using Lemma d)7 we see that w[.Z|y,] € Con(Y,,)![d] is non-zero. Hence
kv, = M, q(w[Z]) = pr,, ,d(0a(w[ZL|r,])) is non-zero as well by [8, Corollary 4.3.4].
Since k € {1,---,d} by Definition Lemma [£.3.5|a) now implies that k # d.
Hence %, (W; ) is a simple Z,,(W;,,)-module for each i by Corollary

On the other hand, Z,(Y,) is a simple 2,(Y,,)-module by Corollary
because Y, is a connected affinoid subdomain of . Hence .%,, contains no non-
zero proper Uy -quasi-coherent Z,,-submodules by Proposition [7.4.2

Let L be a Z,,(D)-submodule of .Z,, (D), and consider the presheaf of Z,,-modules
L:=9, ® L. For any D,-admissible covering V of I, the augmented Cech

P (D)
complex C3,,(V, Zy,) is exact by Theorem [2.3.10} Each of its terms is flat as a right

7, (D)-module by Lemma [£.3.10(b). Because the covering V is finite by Definition
b), the complex is bounded above, and therefore, by induction on its length,
each of its syzygies is flat as a right %, (D)-module. Tensoring this complex on
the right by L over Z,,(D) and splicing, we conclude that the augmented Cech
complex Cy..(V, L) is also exact. In particular, this means that £ is a sheaf on D,

and £(D) = L. Applying Lemma [4.3.10(b) again, we see that £ is a subsheaf of
Dn ® £5(D) = %4,. Since L is Uy,-quasi-coherent by construction, we conclude

9n(]D))
from the first paragraph that either £ = 0 or £ = .%,. Because L = L(D), we
conclude that either L = 0 or L = .%,(D) as required. O

Recall the sheaves T, and S,, on D,,/J from Definition

Corollary 7.4.4. With the notation and assumptions of Theorem Z,(D) is
a simple S, (D)-module, whenever n > v, (e).

Proof. We know that the 2,,(D)-action on .Z,(D) extends to the crossed product
S,(D) = 2,(D) x,,, J by Theorem and that .Z,(D) is a simple 2, (D)-
module by Theorem So it is per force simple as an S, (D)-module. O

Theorem 7.4.5. Let [.Z] € PicCon’ (T)¢ors. Suppose that the image w[.Z] of [.Z]
in PicCon(Y) is non-zero and its order divides ¢+ 1. Then .Z(T) is a topologically

irreducible 23(]]]), J)-module for any closed subgroup J of I which contains an open
subgroup of N.

Proof. We know that My, := Z(T) is a coadmissible module over the Fréchet-
Stein algebra D(D, J) by Lemma and Theorem Let S, := S,(D) and
T, := Tn(D) for each n > 0; it follows from Lemma that the integer mp from
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Deﬁnition@ is zero, so the tower of rings T, gives a Fréchet-Stein presentation
of Ty, := D(D,J) by Proposition Hence each T;, is a flat right T,,-module
by [44, Remark 3.2]. On the other hand, S, is a flat right T,,-module by Theorem
7.2.10| and hence it is also a flat right T,,-module.

Now suppose that L is a non-zero, closed, proper T,.-submodule of M,,. Then
by [44, Corollary 3.3], T, ®r., L and T,, @, (Mu/L) are both non-zero for all
sufficiently large integers n. Let ¢ := evg.(p); because the map T, — T, factors
through S,, 4. by Theorem it follows that Sy,+.®7_ L and Sp4+.®7_ (My /L)
are also both non-zero. Since S, ;. is a flat To-module by the first paragraph, we
conclude that Sy, ®71. Mo is not a simple S, .-module. However this module is
isomorphic to M, . by Theorem b)7 which contradicts Corollary (]

Corollary 7.4.6. Let [£] € PicCon’ (T)iors. Suppose that the image w[.Z] of ]
in PicCon(7T) is non-zero and its order divides ¢+ 1. Let J be a closed subgroup of
I which contains an open subgroup of N. Then jo . is a simple object in Cp, ;.

Proof. This follows from Theorem and [9, Theorem 3.6.11]. O

Theorem 7.4.7. Let [Z] € PicCon®® (Q)iors whose image w[.Z] in PicCon(€)ors
is non-zero. Then j,.Z is a simple object in Cp1 /5 for every closed subgroup H of
G which contains an open subgroup of SL2(OF).

0 1
1 0
recall the covering {D, wD} of P! from the proof of Theorem

We will apply Corollary to [Z]r] € PicCon’ (Y )ors, but first we have to
check the required conditions on w[-Z|y] hold. Since (¢ + 1) - w[Z] = 0 by [8
Corollary 4.3.9], the order of w[-Z|y] in PicCon(Y) divides ¢ + 1. Consider the
following commutative diagram:

Proof. Note first that j..Z € Cp1 /i by Theorem [7.4.1] Let w := ( ) € Gg and

PicCon(Q2)%[g + 1] ————— PicCon(Y){[q + 1]

| |

Con(Yo)%[q + 1] ——————= Con(To) [ + 1].

Note that Ty = € in view of Definition [.3.2(b) and [8, Definition 4.2.12(b)].
Then it follows from [8, Proposition 3.1.9(b) and Proposition 4.3.8(a)] that the
vertical restriction map on the left is an isomorphism. Since the bottom horizontal
map is an inclusion, it follows from Lemma d) that the top horizontal map
is injective. Since w[.Z] # 0 in PicCon(2)%°[g + 1] by assumption, it follows that
w[Z|r] # 0 in PicCon(Y)![g + 1] as required.

The group J := H N I contains an open subgroup of N because H contains an
open subgroup of SLLy(OF) by assumption. We can now apply Corollary to
see that (j.-Z)p = jo,«(Zjy) is a simple object in Cp,pn;-

Similarly, “ H N I contains an open subgroup of N because H contains an open
subgroup of SLo(OF). A similar argument to the above shows that we can apply
Corollary m to w*(Lur) € PicCon’ (Y)[e] and J := “H NI to deduce that
Jo«w* Ly is a simple object in Cpjwpnr. Hence (j4L)jwp = ws(jo,«w* L) is
a simple object in Cyp/pnws-

Now, consider a short exact sequence 0 - M — j,.Z — N — 0 in Cp1 /g with
M # 0. By [9, Proposition 3.6.10(b)] it induces exact sequences 0 — Mp —
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(.]*D%)UD) — MD — 0 in C]D)/Hﬂ] and 0 — M\w]D) — (]*z)‘wm — Mw]D) — 0 in
Cuwp/HAwr- Since M # 0, we may assume without loss of generality that M|p # 0.
Then the map M|p — (j«-£)p is an isomorphism, and Njp = 0. Next, M,p
cannot be zero, as otherwise (j+)prwp = (Mp)prwd = (M|wd)prwp = 0 which
is not the case. So in fact M,,p # 0, which forces MwD = 0. Hence N/ = 0 and
M — j,..Z is an isomorphism. O

Let D(H, K) denote the locally F-analytic distribution algebra of a locally F-
analytic group H with coefficients in K. Let g = Lie(H) ® p K denote the K-Lie
algebra of H and let mg = D(H,K) - (gU(g) N Z(U(g))) be the closed ideal of
D(H, K) generated by the kernel of the trivial infinitesimal character Z(U(g)) — F
that sends g to zero. We have the following general ‘rigid-analytic equivariant
Beilinson-Bernstein localisation’ result.

Theorem 7.4.8. Let G be a connected, split semisimple algebraic group over F,
let X be its flag variety and let X be the K-rigid analytification of X xp K. For
every open subroup H of G(F'), the functor of global sections

F(X,—) :CX/H — {M S CD(H,K) mp- M = 0}
is a well-defined equivalence of categories.

Proof. First, note that by [0l Theorem 6.5.1], D(H, K) is isomorphic as a Fréchet-
Stein algebra to a certain completed skew-group algebra denoted ﬁ(g, H) that was
introduced at [, Definition 6.2.7]. We wish to apply [0, Theorem 6.4.9] to the
K-algebraic group G xp K and the continuous inclusion H — G(K). In [9] it was
assumed that the algebraic group G is simply connected; however this assumption is
only used in the proof of [9, Theorem 5.3.5], where it can be easily avoided altogether
(by choosing an K°-module basis for h) or instead by working (as we are currently
doing) with a discretely valued ground field K. With this in mind, Theorem
then follows from [9, Theorem 6.4.9], once we observe that the functor of global

sections I'(X, —) is quasi-inverse to the localisation functor LOC)U((Q’G)7 in view of
[9, Theorem 6.4.8]. O

Recall that G° = {g € GLa(F) : v, (det g) = 0}.

Corollary 7.4.9. Suppose [.Z] € PicCon®” () tors whose image w[.Z] in PicCon(2)
is non-zero. Then Z () is a coadmissible and topologically irreducible D(H, K)-
module for any closed subgroup H of G° containing an open subgroup of SLLo(F).

Proof. Let Z denote the centre of GLy(F); note that Z is contained in G° and that
it acts trivially on the K-analytic projective line P! via Mé&bius transformations.
Since [.Z] is a torsion element of PicCon®" (), £%¢ is G-equivariantly isomorphic
to Ogq for some e > 1. Since Z acts trivially on Ogq, some finite-index open subgroup
7' of Z acts trivially on .. We can then choose a finite-index open subgroup H’ of
H such that H'NZ < Z'. Then the H’-action on j,.% factors through H' := H'Z/Z
and Theorem @ tells us that j..Z € Cp 77 is a simple object.

Our condition on H guarantees that its image H := HZ/Z is open in PGLy(F) =
GLy(F)/Z. Hence H' is open in PGLy(F) as well. We now apply Theorem m
to G := PGLy r and H' < PGLy(F) to see that £(Q) is a coadmissible and
topologically irreducible D(H’, K)-module, killed by mg. Since HNZ' acts trivially
on .Z(Q), it follows by inflation that the same statements hold for £ () viewed
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as a D(H', K)-module. Hence they also hold a fortiori for £ () viewed as a
D(H, K)-module. O

7.5. j«Oq and proof of Corollary B. We begin by recording a very general and
very important example of a coadmissible G-equivariant D-module.

Proposition 7.5.1. Let G be a p-adic Lie group acting continuously on a smooth
rigid K-analytic space X. Then

(1) Ox is a coadmissible G-equivariant D-module on X: Ox € Cx/q-
(2) Ox is a simple object in Cx /i whenever X is connected.

Proof. (1) Certainly Ox is a G-equivariant locally Fréchet D-module on X. Then
in view of [, Definition 3.6.7], it is enough to consider the case where (X, G) is
small in the sense of [9, Definition 3.4.4]. We will show that in this case

(a) O(X) is a coadmissible 5(X, G)-module, and
(b) there is a natural continuous G — D-linear isomorphism

Loct X9 (0(x)) =5 0.

(a) Because (X, G) is small, we can choose a G-stable affine formal model A C O(X)
and a G-stable free A-Lie lattice £ C T(X). By replacing £ by wL if necessary,
we may assume that [£,£] C 7L and £- A C wA. Since 7"L£ C T(X) is an
A-Lie lattice, A is naturally a U(x™L)-module. Since A is m-adically complete,

the U(n™L)-action extends to U,, := U(n"L) and clearly 1 € A generates A as
a Up-module. Since T(X) is a free A-Lie lattice, we can choose an A-module
basis {01, -+ ,04} for L. Then the left ideal Z in U,, generated by this finite set
annihilates 1 € A: 7 C anny, (1).

For the reverse inclusion, let @ € anny, (1) and write Q@ = > fo(7"0)* for
a€eNd
some family (fo)aene C A converging to zero as |a] — co. Then @ -1 = 0 implies

that fo = 0, and since f, — 0 as |a] — oo we see that for every m > 0, Q lies
in Z+ n™U,. Since [L,L] C wL, [9, Proposition 4.1.6(b)] tells us that the cyclic
Up-module U, /T is m-adically separated. Hence Q € 7 and anny, (1) = Z. This
implies that A is a finitely presented U,,-module, and hence that O(X) = AQke K
is a finitely presented U,, ® o K-module for every n > 0.

Using [9, Corollary 3.3.7], choose a good chain G, for £. In view of [9] Definitions
3.3.3 and 3.2.13] this means that Go > G > - - - is a chain of open normal subgroups
of G with trivial intersection, such that G,, < G~z for all n > 0. Define

In(X) =U("L)x =Up @k K and S (X) := T,(X) xg, G
for each n > 0; then by [9, Lemma 3.3.4] we have the Fréchet-Stein presentation

D(X,G) lim ., (X).

Since G,, < Ggnr, it follows from [9, Definition 3.2.11] that for every g € G, the
action of Brnr(g) € U, on A agrees with the action of g € G,,. Therefore the natural
U, x G-action on A factors through the crossed product U,, X, G, and hence the
natural 7, (X)-action on O(X) extends to .7, (X) = Z,(X) xg, G. Since O(X)
is a finitely presented 7,(X)-module, Lemma implies that it is also a finitely
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presented .7, (X)-module. To see that O(X) is a coadmissible 73(X , G)-module, it
remains to see that for every n > 0, the following natural maps are isomorphisms:

(67) S(X)  ® (9( ) — O(X).

Fn+1(X

Fix n > 0. We saw above that ann g, (x)(1) = Z In(X)0;. Therefore

(68) Tn(X) — T (X) - O(X) =0
is a presentation of O(X) as a 7, (X)-module, where the first map sends (Q;)%, €
Tn(X)? to Z Q;0; and the second map sends Q € 7,,(X) to Q-1. This presentation

implies that the canonical 7, (X)-linear action map

ZX) | © OX) — OX)

is an isomorphism. Since this map factors through .7, (X) ® O(X) by Theorem
Fn1(X)

5.1.8] we conclude that the map is an isomorphism as well.
(b) After possibly replacing G by an open subgroup and inspecting [9 3.5.12,
3.5.1 and 3.5.6], it suffices to prove that the natural action map

DY,G) @ O(X)— O(Y)
D(X,G)
is an isomorphism, whenever Y is a G-stable affinoid subdomain of X. For this, in
view of [9] Lemma 3.3.4] and [7, Lemma 7.3], it is enough to prove that
) ® OX)— OF)
n (X)
is an isomorphism for all sufficiently large n. We can use Theorem again to
reduce to showing that 7,(Y) ® O(X)— O(Y) is an isomorphism for all suffi-
T (X)

n

ciently large n. Since {0y, -+, 04} is still a basis for 7(Y') as an O(Y)-module, this
d

follows immediately from the explicit presentations O(X) = 7,(X)/ > J.(X)0;
=1

and O(Y) =2 7,(Y)/ Z I (Y)0; coming from

(2) Suppose first that X is a small affinoid, in the sense that 7(X) is a free
O(X)-module. Then because X is connected, O(X) is a simple D(X)-module and
therefore a simple coadmissible ﬁ(X , H)-module for any open subgroup H of G
such that (X, H) is small. Hence Ox € Cx,y is a simple object by [, Theorem
3.6.11] in this case, and it is therefore a fortiori simple in Cx/¢-

Returning to the general case, we can choose an admissible open covering U of
X consisting of small, connected, affinoids. Suppose that M is a subobject of Ox
and consider V; :={U e U : M|y = Oy} and Vo = {U € U : M|y = 0}. Then
U is the disjoint union of V; and Vs by the first paragraph. Now if U € V; and
V €V, with UNV # (), then

M) |lvav = Mlvav = (Mlu)|vav = Ouav

since U € V. Thus M|y # 0 a contradiction. Since X is connected if follows that
U=VyorlU =Vyie. M=0Ox or M =0 as required. O
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Recall that j : Q < P! is the open embedding. We write G := GLy(F) and
observe that there is a natural injective morphism of G-equivariant locally Fréchet
D-modules on P!

Q O]p1 — ]*OQ

Proposition 7.5.2. coker a lies in Cp1 /-

Proof. By Proposition m(l), Op1 lies in Cp1 /. The trivial line bundle with flat
connection O is lies in ConG(Q) by [8, Lemma 3.2.4]. Applying Theoremto
[Op1] with H = Gy, we see that j,Oq lies in Cp1 /¢, as well. Since it is naturally
a G-equivariant locally Fréchet D-module on P!, [9, Definition 3.6.7] implies that
J+Ogq lies in Cp1 /. Finally, the morphism « lies in Cp1 /¢, and we can conclude by
applying [9, Lemma 3.7.5]. |

Lemma 7.5.3. coker « is supported on P!(F) in the sense of [5, Definition 1.2.1(a)].

Proof. The restriction of j.Ogq back to Q2 is equal to Oq. Therefore (coker a)j = 0.
Since P! = Q UP!(F), this means that coker « is supported on P!(F). O

Recall from that B = {g € GlLg : g1 = 0} denotes the subgroup scheme
of upper-triangular matrices in GLy, and let B := B(F). Let ¢ : {0} < P! be the
closed embedding. Recall the algebra of smooth distributions D*°(B, K) from [42].

In what follows, we will silently identify the category Cpe(p x) with Cioy/B,

using [9, Theorem B(c)]. Recall also the functors H({’O},indg, ty and «% from [5].
Corollary 7.5.4. Let N := H?O}(Coker a). Then there is an isomorphism in Cp1 /¢
coker o 2 indG V.

Proof. The G-orbit of the point 0 is equal to P!(F'), and the stabiliser of 0 under
the Mébius action of G on P1(F) is equal to B. By Proposition and Lemma
we see that coker « is an object of Clﬁ'})c. Now use [0, Theorem A]. g

For the following calculations with local cohomology, recall that by [48], §5] for
any rigid analytic space X, there is a natural equivalence of categories between the
abelian sheaves on X and the abelian sheaves on the Huber space X associated
with X. See also and [5], §2.1] for further details.

We now begin to study the object N' = 7—[?0} (coker @) in Cﬂg?}B. This sheaf is
supported at {0} only, and therefore is completely determined by its restriction NVp
to D. On the other hand, Np lies in Cﬂgg}Bo where By := B(OF), and it is therefore
completely determined by its global sections (D) as a ﬁ(D, By)-module, in view
of [9, Theorem B(c)]. We first compute the D(D)-action on N'(D) as follows.
Lemma 7.5.5. N (D) is isomorphic to HEO} (D, Op) as a D(D)-module.

Proof. Recall the notation T =D N Q. Let jo : T — D be the open inclusion and
let ag be the restriction of o to D. Then we have the short exact sequence

0— Op 2% Jo,+Or — coker(ap) — 0

of locally Fréchet D-modules on D. By the definition of local cohomology that can
be found at [27), p.2], we have

N(D) = H{y, (D, (coker a)p) = H{yy (D, coker a).
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Now, using [27], Proposition 1.1(b)], we get the long exact sequence
(69)
0—— H?o} (D,Op) —— H?O}(]D),jo’*OT) — H?o} (D, coker cvg) ——

> HEO}(Dv Op) — H%o}(DajO,*OT) — H{lo} (D, coker ay).

Note that this is a long exact sequence of D(D)-modules. We claim that the middle
terms in this long exact sequence vanish:

(70) H{y (D, jo,.Ox) = H{gy (D, jo,.Ox) = 0.
By [27, Corollary 1.9], these terms appear in the long exact sequence
0 —— Hyy (D, jo,. Or) ——= HO(D, jo,.Or) ——= H°(D\{0}, jo,.Or) ——
- H%Q}(]D)a jO,*OT) — Hl (Da jO,*OT) — Hl (D\{O}aJO,*OT)

The third arrow in the first row is O(T) — O(YT\{0}), which is an isomorphism
since 0 ¢ Y. This already implies that H?O}(]D), Jo.«Or) = 0, and that the second
arrow in the second row is injective. The five-term exact sequence of low degree
terms associated the Leray spectral sequence applied to the map jo : T — D and
the sheaf Oy begins with 0 — HY(D, jo .Or) — H*(Y,Ox). But T is a quasi-Stein

rigid analytic space, so H(T,Ovy) = 0 by Kiehl’s Theorem. This completes the
proof of . The connecting map in now gives a D(D)-linear isomorphism

N (D) = H{y, (D, coker ag) = H g, (D, Op). O
Lemma 7.5.6. We have dimg (AN = 1.
Proof. The definition of * can be found in the statement of [5, Theorem 3.4.17]:

LH(M) = }[omo{o} <Q{0}, Jf (Q]pl & M))
Op

for any object M of cﬂi?}’ By first one side-switches M to make a By-equivariant

right D-module on P!, then one applies the pullback functor ¢ for equivariant right

D-modules, and then one side-switches back again. The pullback functor for right

D-modules ¢ is defined at [5, Definition 3.4.13]. We see that only the Opi-module

structure on Qp1 ®1 M is used in the definition of this functor. Since M is supported
o

P
at {0}, and since Qp1 (D) = O(D)dx is a free O(D)-module of rank 1, we see that
for any M € Cﬁg?} B, We have a K-vector space isomorphism

r (D,Lh(Qpl ((98@1 M)) = M(D)[z] := ker (z : M(D) - M(D)).

Now, applying [27, Corollary 1.9] again to Op, we have the long exact sequence
(D, Op) —= H°(D, Op) —— H°(D\{0}, Op) ——
(D, Op) — H'(D, Op) — H'(D\{0}, Op).

0 —— HYy

- S H!

{o}
Since H*(D, Op) = 0, Lemma [7.5.5| now implies that as a D(D)-module, we have

O(D\{0})

O(D)

1

N (D) = H{p, (D, Op)
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Now O(D) = K (z), whereas O(D\{0}) is a subring of K (z,z~!). Then we calculate

K-2'c ((9((1193)(\5);)})) [z] C (W) (2] = K -2 L.

So, YN = N(D)[z] = (%) [2] = K - 1 has K-dimension equal to 1. O

Let H be an open subgroup of G; our goal will be now to better understand the
restriction of coker o to an object in Cp1 /5. Using [5, Lemma 2.2.1], choose a finite
set of representatives {s1,= 1, , s, } for the H, B-double cosets in G. For each
i=1,---,m, recall from [5, p.18] the object

Ni := ResyBe g ([8i]5i0N) € Cr (re )
m
Lemma 7.5.7. Res$ (indg N) =~ @ indjjqe, g N; in Cpr g
=1

Proof. This follows from [5, Lemma 2.3.7]. O

Note that N is supported at 0. For each i = 1,--- ,m, we then see that N; is
supported at z; := s; - 0 € P}(F). Therefore
i s AH Hz;
N; € Coi )i gy and indjns; g NV; € Cor-

Corollary 7.5.8. Let H be an open subgroup of G.
(a) Res% (cokera) has length equal to m = |[H\G/B| in Cp1 /-
(b) Res$;(j«Oq) has length m + 1 in Cp1 /g

Proof. (a) Fixi =1,--- ,m. Using Corollary and Lemma we see that it
is enough to show that ind% .., 5 N is a simple object in CﬂﬁfjH Let v; : {z;} — P!
be the closed embedding; using [B, Corollary 1.3.2], it is enough to show that
Lg./\/;' is simple in Cy,,}/nne= . However, the action of s; induces an isomorphism
Si)*(LhN) = LEM, so Lemma implies that LEM is a 1-dimensional K-vector
space and is therefore simple.

(b) This follows from (a) together with Proposition [7.5.1fb). O

Corollary 7.5.9. Let H be an open subgroup of G = GLa(F'). Then O(Q) is a
coadmissible D(H, K )-module of length |H\P'(F)| + 1.

Proof. The centre Z of G acts trivially on j,.Ogq. Hence we may view Resg 7+Oq as
a object in Cp ;77 where H is the open subgroup HZ/Z of GZ/Z = PGLy(F), and
its length is still | H\P!(F)|+1 by Corollary b). Now apply Theoremwith
G = PGL; and the open subgroup H of G(F) to deduce that I'(P!, j.0q) = O(£2)
is a coadmissible D(H, K )-module of length |H\P*(F)|+ 1. The result now follows
by inflating back to D(H, K). O

Recall that G = {g € GLa(F) : v, (det g) = 0}.
Corollary 7.5.10. Let H be an open subgroup of G° and let .Z be a torsion G°-

equivariant line bundle with connection on § such that w[.Z] = 0 in PicCon((Q).
Then Z(1) is a coadmissible D(H, K)-module of length |[H\P!'(F)| + 1.

Proof. By [8, Proposition 3.2.14], % is isomorphic as a G’-equivariant line bundle
with connection to the twist (Oq), of Oq, for some y € Hom(G°, K*). Since
£ is torsion, x necessarily has finite order. Since twisting by a character is an
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equivalence of categories, we deduce from Corollary that in this case .Z(Q) is
a coadmissible D(H, K)-module of length |[H\P!(F)| + 1. O

We can finally give a proof of our two main results from the Introduction.

Proof of Theorem[4l When w[.Z] # 0 in PicCon(f2), use Corollary together
with Theorem When w[.£] = 0, use Corollary [7.5.10 O

Proof of Corollary[B. Applying [46, Proposition 2.3] we have a decomposition
ox =P %,

pel
of the G-equivariant vector bundle with flat connection f,Ox into a direct sum of
torsion GY-equivariant line bundles with connection. Here I' = Hom(T', K*) is the

character group of I'. Note that [.Z] € PicConGo(Q)torS for each ¢ € I'. Hence

0(X) = P 2.
pel
By Corollary |7.4.9] the summand .Z,;(€) is a simple coadmissible D(H, K)-module
whenever w[.Zy| # 0, and by Corollary[7.5.10} it is a coadmissible D(H, K)-module

of length |H\P'(F)| + 1 when w[%,;] = 0. Writing cx = |{¢ € r: w[ZLy] =0},
we deduce that
Coii) (O(X)) = ([T] = ex) +ex - ([H\P*(F)| + 1).
It follows from [8, Corollary 3.1.7] and the proof of [47, Lemma 2.3.4] that
cx = dimg O(XC)T(XC):O.

But because every connected component of X¢ is geometrically connected and
quasi-Stein, this dimension is just the number of connected components |mo(Xc¢)|
of X¢, by [8, Proposition 3.1.6]. The result follows because |I'| = |T'|. O
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