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Abstract. The asymptotic a.s.-relation
) nlogn
=l So e
is derived for any finite-valued stationary ergodic process X = (X, n € Z) that satisfies a
Doeblin-type condition: there exists ~ > 1 such that essinf P(X, i, | B_son) > @ > 0. Here
H is the entropy rate of process X and LI(X) is the length of a shortest prefix in X which
is initiated at time ¢ and is not repeated among the prefixes initiated at times j, 1 <1,7 <n
(i # 7). Such an asymptotic was previously established by Shields in [1] for the i.i.d. processes

and the irreducible aperiodic Markov chains.



1 Introduction

This work follows a paper by P. Shields [1] concerned with a problem of a relation between
the entropy rate of a finite-valued stationary ergodic process and asymptotics of the lengths
of shortest new prefixes in the process. This problem arises in Information Theory, within the
framework of the study of the so-called Ziv-Lempel encoding algorithms. (A comprehensive
introduction into Ziv-Lempel encoding may be found in [2]. A review of concepts and results
about the subject is given in [3] and various related results can be found in [1], [4], [5] and [6]
- see also the references therein.)

Let us fix some preliminary notation and definitions: We shall use the standard model for a
source, that is, a stationary ergodic stochastic process X = (X,,, n € Z), taking values in the
finite set V' (the ‘alphabet’); let H be the entropy rate of this process. Given a realization
x = (z,,) of the process, by z,, we denote the word (z,,..., ;) taken from x (for a <b
integers). The key object in our forthcoming discussion is LI'(z), which is defined as the
length of the shortest ‘prefix’ in x initiated at time ¢ that is not repeated among the prefixes

initiated at times j, 1 < j <mn,j#1i (1 <i <n integers):

Li(z)=min [ > 1: @41 # x4 for any j=1,...,n, j#i. (1)

This symmetric version of the Ziv-Lempel prefix was introduced by Grassberger in [7]. In
the same paper it was conjectured that the asymptotic relation
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(2)
holds for every stationary ergodic process X, and it was proved in [1], for the special cases
where X is an i.i.d. process, an irreducible aperiodic Markov chain, or H = 0. Moreover, it
was shown in [4] that there exist Bernoulli processes for which (2) fails even in probability (the
precise definition and an extensive treatment of the Bernoulli property for stochastic processes

can be found in [8]). On the other hand, the weaker relation

li 11j i 1<i< ‘L?(X) L be (3)
a.s— limsup —f i : i<n ——|>er <e
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was proved in [1] for any ergodic process with H > 0 (for any € > 0).
Result (2) was suggested in [7] as an entropy-estimator: Observing the output of a source (=

a stationary ergodic process) X, calculating the lengths L?(X) of its shortest new prefixes,
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and forming the quantities in the r.h.s. of (2), would (almost surely) produce, for large n,
accurate estimates for the entropy H of the source. The practical significance this new result
lies in its applications to non-Markov sources (when the Markov property cannot be assumed
or is to be tested), and to sources with long-range correlations.

In most realistic applications, like for e.g. in image processing or English text encoding, such
long-range dependence does in fact occur. It is, therefore, important to extend (2) to processes
that may not have finite dependence on their ‘past’, that may possess ‘infinite memory’.

In this paper we extend result (2) to a wider class of processes by exploiting a connection
between one-dimensional stochastic processes, and spatial processes that arise as equilibrium
states in Statistical Mechanics: We introduce a new condition on the dependence of our process
X onits past. It is a version of a Doeblin-type condition in Statistical Mechanics, where in the
corresponding physical model, instead of looking at the ‘past’ of the process, we are measuring
the strength of ‘interactions’ between distant ‘particles’ on a given particle configuration.

Our condition is the following: We require that there exists an integer r > 1 and a real

« such that for all y € V we have
essxinf P(X,=y|x_ 0o >a>0, (4)

and in Theorem 1 we prove that (4), together with ergodicity and stationarity, imply the validity
of (2). The important feature of condition (4) is, of course, that it is weaker than the Markov
property, in the sense that it allows our process to (possibly) have infinite memory. To be more
precise, (4) says that conditionally on (almost) any semi-infinite configuration z_p on the
past of the process, after a fixed, finite number of steps (namely r), any finite configuration
Ty r4n Of symbols from V' may occur, with positive probability.

Theorem 2 is a more technical result: We show that (4), together with a mild ‘regularity’
condition on X, implies that X is a Bernoulli process.

Finally, in order to ensure that we have produced a genuine generalization, we close Sec-
tion 2 with a discussion about the existence of non-Markov processes satisfying condition (4).
Examples of such processes are produced by the Theory of Gibbs processes. We briefly outline
the construction of such examples and we indicate a natural analogy between our construction

and the actual physical model it corresponds to.



2 Statements of Results

Given a (finite or infinite) set T C Z, we denote by B the o-algebra generated by the
collection of random variables Xt = (X,,, n € T); likewise, by xzp we denote the restriction
of a realization x to T. The notation (s,s'), [s,s'], etc., is used below for intervals on
the lattice Z (naturally s may take value —oo and s’ the value 0o). In the case of the

semi-infinite interval (—oo0,0] we use the simplified notation B_ and z_.

Theorem 1 Suppose that the stationary ergodic process X satisfies the following Doeblin-
type condition: there exists an integer r > 1 and a real « such that for all y € V we

have:

ess Inf ([P(X,=y|B)](x ) >a>0. (4)

Then relation (2) holds.

Using Ornstein’s results (see [8]), it is easy to prove that bound (4), together with a mild
‘regularity’ assumption on the conditional distributions of X implies that X is a Bernoulli

process:

Theorem 2 Suppose that the stationary process X satisfies (4) and the following condition:

[P (X, =y |B_)](z-)
[P (X, =y |B-)](L)

— 1 = ﬁk, (50,)

ess sup

-
g o=aly

T,z

where

Then X s Bernoulls.

Examples of non-Markov processes satisfying conditions (4) and (5a,b) are given by means of
the theory of Gibbs processes. The gist of the approach is in replacing the one-sided conditional
probabilities

[P Xy =y |B-)](z-)

by two-side ones
[P (X[s,s’] = Yls,s'] | B(foo,sfl} \% B[s’+1,oo))] (x(foo,sfl] \% x[s’«kl,oo))- (6)
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Here BYW VB denotes the o- algebra generated by B and B®, and (_oos-1] V T[s'+1,00)
is the realization over Z \ [s,s'] obtained by glueing realizations (o -1) and Z[yi100)
together. A natural way to obtain a compatible system of conditional probabilities (6) is to
fix a function wv(l;z,2') of a non-negative integer variable [ and variables x,z' € V, which
takes real values and the value —oo, and is symmetric in z,2' (v(l;z,2") = v(l;2',z)). An
important requirement on v is that it tends to zero rapidly enough as [ — oo (see below).

We then define
[P (X[s,s’} = Y[s,s] | B(—oo,s—l] \ B[s’-l—l,oo))] (x(—oo,s—l} \ x[s’—l—l,oo))

- €xp [ﬁW(y[s,s’]) + ﬁW(y[s,s’Hx(foo,sfl] \ x[s’+1,00)) :| (7)

E,B(Sa s’ T(—00,5—1] \% x[s’-l—l,oo))

Here 3 € R is a parameter (an inverse temperature in Statistical Mechanics) and W (i)

and W (Ys,67|T(=00,5-1] V T[s'+1,00)) denote the sums

Wilyssn) = > vl =kl g, ur) (8a)
s<j<k<s’
and
W(y[s,s’]|x(foo,sfl] \4 x[s’+1,oo)) = Z U(|j — k|, Y, l‘k), (Sb)
s<j< s,
keZ\]s, s

respectively. Finally, Z3(s, s'; #(_oo,s—1] V #[s+1,00)) i the appropriate normalizing factor

EB(S7 S,’ x(foorsfl} v (L‘[s’+1aoo))

= Z exp [ ﬁW(g[s,s’]) + ﬁW(g[s,s’} |x(—oo,s—1} \ x[s’+1,oo)):| . (9)

Yo,/ =Us Y1)

Physically speaking, the value v(l,y,y’) is interpreted as the ‘potential energy’ of a pair
of ‘spins’ y,y’ € V which are at a distance [ > 0 apart. Continuing this analogy, W (yss)
can be thought of as the potential energy of a finite configuration of spins yps ¢) = (¥ss - - -, Ys)
which is produced by the two-body potential v, and similarly, the quantity W (yps «1|%(—co,s—11V
T[y41,00)) 1 interpreted as the energy of interaction between the finite configuration y ¢ and
the infinite configuration (_cos—1) V Z[s11,00)-

Suppose that v is dominated by a positive function (1) :

(- )l < 9(D), 120,
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where ¢ (l) takes, for [ > [y, finite values and is monotonically decreasing. [For [ < [y, we
may set v(l,y,y’) = —oo.] Then under the assumption that ¢ is decreasing sufficiently fast,

that is,

> (1) < oo, (10)

[>lo

there exists, for any (3, a unique process X with the two-side conditional probabilities (6)
determined, Px-a.s., by formula (7), and also it satisfies conditions (4) and (5a,b). This process
is called the Gibbs process corresponding to the potential v and the inverse temperature /.
For the proofs see [9], Ch. 8, Sect. 8.3, Theorem 8.39, or the original papers [10], [11], [12]
and [13].
Remark. It has been proved (see [14]) that a Gibbs process exists and is unique under a

condition weaker than (10), namely that the value of

1
B =limsup ———
n—oo loglogmn

S (1), (11)

I=1
is finite and sufficiently small. However, it is not clear whether or not this condition guarantees

the Bernoulli property.

The proof of Theorem 1 is carried out in Section 3 and the proof of Theorem 2 in Section 4.

3 Prefixes and Doeblin’s condition

We start with the following lemma:
Lemma 3.1 Under condition (4),
P(LMX)> N) <n(l— o)Vl (12)

Proof. In the sequel we mark by O the end of the proof of an intermediate assertion. Let
us assume first that » =1 in (4). Condition L?(z) > N means that the word w;;;n_1 is
repeated among the words z;;yn_1, for some 1 < j <mn, j # 4. Let j, be the least such j
and assume, without loss of generality, that i < jy. Consider two cases: ¢+ N —1 > j5 and
1+ N — 1< jo. In the first case set k= jp —i+ 1 and write

P (Xiisn—1=XjpjotN-1)
= Z P (Xi,i+k71 = xi,i+k71) x P (on,joJerl = Xz',z'+N71 | Xz',z'+k71 = xz’,z’+k71)-

Tiiph—1=(TisesTiph—1)

(13)



Observe that & < N. Writing the conditional probability in the r.h.s. of (13) as a product
gives an estimate
P (Xjyjorn—1=Xiitn-1 | Xiithor = Tignr1) < (1 —a)V. (14)
Substituting (14) into (13) then yields
P (Xijin-1 = Xjgjorn-1) < (1—a). (15)

In the second case we repeat the argument with replacing £ by N; this again leads to
(15). Finally, bound (12) follows after counting all possibilities for jo.
In the case of a general r > 1, replace (1 —a)" in the r.h.s. of (15) by (1 — )/ In

fact, the inequality
P (X io+n-1=Xiitn-1 | Xijith—1 = Tijpr—1) < (1 — o)/ (16)
holds because we can bound the conditional probability in the Lh.s. of (13) from above by
P(Xjortr = Xiver, t=0,..., [N/T]| Xiith-1 = Tiirk-1), (17)

and then write (17) as a product of r-step conditional probabilities. The rest of the argument

does not differ from the previous case r=1. O

Corollary 3.2 There exists a constant ¢ > 0 such that, with probability one,

LM(X

limsup max LX) <ec. (18)
n—oo 1<i<n logn

Proof. We use a standard Borel-Cantelli argument. Let

n
B, .= {x . max — (%) > c}.

1<i<n logn

It suffices to prove that, for some ¢ > 0,

> P(Bp,) < . (19)
Combining (12) with the obvious inequality
P(max L?(X)>N> <nmax P(L}X)>N), (20)
1<i<n 1<i<n

yields
P(By.) < n?(1 — a)le/m)togn],

and (19) follows if ¢ > —3r/log(l — «). O

Proof of Theorem 1. It suffices to combine result (3) and Corollary 3.2.
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4 The Bernoulli property

Proof of Theorem 2. The main point now is to find a so-called very weak Bernoulli partition.
A natural candidate is the partition 1 of the realization space into the elements C;(n) of the

form

Ci(n)={z: zog=1}, i€V.

According to the results of Section 7, Part 1 from [8], to prove that 7 is weak Bernoulli it
suffices to check that

lim ess sup sup [P(A|B-), P(A)] = 0. (21)
N—0 A c BN,oo

It is natural to analyze higher-order Markov chains approximating our process X. The
s-th Markov chain approximating X is a Markov chain with state space V?, and transition

probability matrix Q, = (¢s(71,, ) ,)) given by

QS(xl,s;xll,s) = P(Xr = xlla coy X = 37; | X(fs+1)r =x1,...,X0 = xs);

where 2, = (v1,...,7,), ¥y, = (27, ..., ). According to condition (4), for any s > 1, this

chain is irreducible and aperiodic and has a unique equilibrium distribution g :

Hes Qs = Hs-
Moreover, this distribution satisfies
p(zys) > o > 0.

The main technical step of the proof is the following:

Lemma 4.1. There exists a constant v € (0,1) such that for any positive integers s and

t and any probability distribution v on V°, the variation distance var [vQ%, pus] obeys
var [ Q! s ] < 7. (22)

Proof. The proof of this lemma follows a standard argument used in the theory of Gibbs
processes (see the above references and also [15], [16] and [17]). Here we give a simplified version

of the for the completeness of the exposition.



Writing
Ss ={z1, €V’ v(r1s) > ps(14)}
and

T ={z1s € V°: (vQs)(w1,s) > ps(1,6)}

we have

(vQ)(@1,5) = ps(r,) |
= Z [ (VQs)(w1,s) — ps(T16) | = Z [v(z16) — ps(216) | Z qS(xl,mxll,s)

e, HaeT,

var [VQSHUS ] = %le,s

< Z [ V(xl,S) - NS(xl,S)] I Z qS(xl,w xll,s) ) (23)

), €S, €T,
where 7, denotes the complement V*\ T;.

To estimate the term in the large square brackets in the r.h.s. of (23), we use

Lemma 4.2. Fiz a (semi-infinite ) realization 15 = (zn,n > 1) and denote by G,(z} )
the value of the transition probability q.(aY,, 27 ,). There exists a constant § € (0,1) such

that for any s and any x4, 27, € V°, we have

¢s(@15, 27 ) 2 0Gs(27 ). (24)
Proof. We write
G5 (21,5, 7 ) = P(X; = 2 | X(Coq)r = 21,0, Xo = 5)
XP(Xor = @) | X(Coqoyr = T2, ..., Xp =27) X ... X P(Xg =0y | Xo=a4,..., Xm1)r = 7,_,)
and replace, in each term, the values z; by :c?, for j =1,2,.... Using estimates (5a,b) leads

to (24). O
Returning to (23), we bound the r.h.s. from above by

> (vl —pelm)] [ 1=0 3 Gl |- (25)

! !
Ty, € S, i, € 7.

We also can assume that



for otherwise we can replace in (23) S, and 7, with their complements and arrive at an

expression similar to (25), with 7, instead of 7,. Therefore,

var [vQ", ps] < <1 — %5) Z [v(w1,) — ps(716)]

!/
Ty 5 € S;

=3 (1) T [0~ (o)

1
= (1 - —5> var [ v, s |.
2
Now putting v =1—1/24, the assertion of Lemma 4.1 follows by iterating the bound obtained.
(I
It is now easy to complete the proof of Theorem 2. Set N = [n/r] and denote by By o i}
the o-algebra generated by the r.v.s X, Xo., ..., Xj, 1 <[ < N. We can write
[P(A]B) (@) = Sar, oo T [P = 21| By VB ) (@1, ) V)

.....

ney VBo) (21, an) Vo) (26)

and, similarly,

P(A) =

N
Yo I TPXe = | Byaravm) (2, 21) < [P(A] Bar,q-1r) (21, -+, 28)-
Tl &N =1 o)
The idea is now to ‘cut off” the conditional probabilities passing to the higher-order Markov
chains approximating the process X. Let us denote the probability distribution on the space of
the realizations = = (z,,n € Z), induced by the s-th order chain, by P®). We can of course
write down formulas similar to (26), (27) for P®(A | B_) ](z_) and P®(A). Comparing

corresponding factors then yields

P(A|B_ - N
‘ (PUAB) @) [ Ny o
[PO(A]B-) J(z-) S ks
and similarly
P(A N
PNy, (29)
P(s)(A) S k>s
Applying Lemma 4.1 now yields
p(s)
‘ [P ({1 | B-) ](z-) 1 ‘ < ,y[(N—s)/s}’ (30)

PO)(A)
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so that choosing s = s(/V) in such a way that both [(N —s)/s] = oo and (N/s) Xy>s B — 0,
as N — oo, leads to (21). This completes the proof of Theorem 2.
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