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1 Introduction

Some motivation to study Calabi–Yau manifolds comes from theoretical physics, where, for example,
in superstring theory, the extra dimensions of spacetime are sometimes conjectured to take the shape
of a 6-dimensional Calabi–Yau manifold. The reason they are of interest is because, by construction,
they are solutions to the vacuum Einstein equations. In full geometric jargon, Calabi–Yau manifolds
are Ricci flat Kähler manifolds with vanishing first Chern class. So to begin to understand the
theory of Calabi–Yau manifolds, one must first understand the theory of Kähler manifolds. Kähler
manifolds are interesting objects in their own right. In fact, with two exceptions (the flat metric on
the circle and Joyce metrics in dimensions 7 and 8), the only known compact examples of irreducible
Riemannian metrics satisfying the vacuum Einstein equations are constructed on Kähler manifolds.

Kähler manifolds may be understood from the point of view of real Riemannian geometry. They
are defined to be smooth manifolds with three mutually compatible structures, namely a complex
structure, a Riemannian structure, and a symplectic structure. They are complex manifolds, and
the theory of complex geometry will be of some use to us from time to time, but we will mostly
follow the picture of thinking of these objects as real manifolds with extra structure.

In some sense, Kähler manifolds are like the complex objects corresponding to real Riemannian
manifolds. Indeed, Kähler manifolds possess the remarkable property that around every point on
the manifold there exist local holomorphic coordinates in which the Kähler metric osculates the
standard Hermitian metric to the order 2 at a point. This is analogous to the existence of normal
coordinates on real Riemannian manifolds – see Theorem C.1. Perhaps even more strikingly, it
turns out that the Kähler metric around every point on a Kähler manifold is determined by a single
smooth function, regardless of the dimension of the manifold. As in classical complex analysis, the
rigidity of natural complex objects is a recurring feature.

The material presented in this essay is classical and well-known. We broadly follow the lecture
notes of Moroianu, [13], padded with material from Joyce, [10]. Further references may be found at
the end. We present some proofs, but skip ones that are either trivial or too involved for the scope
of this essay. We refer the concerned reader to Griffiths and Harris [6], which contains almost every
proof imaginable.

We assume familiarity with standard differential geometry, including the definitions of smooth
manifolds, vector bundles, exterior and Lie derivatives, exterior forms and so on, although we recap
the important definitions either as we go along or in the appendices. For ease of exposition, we will
usually use the Einstein summation convention. The letter n will usually denote the real dimension,
while m will usually denote the complex dimension of a manifold.

2 Preliminaries

2.1 Vector Bundles, Principal Bundles and G-structures

In this section we briefly review the theory of bundles, G-structures, and connections. For more
details we refer the reader to Joyce [10] or Griffiths and Harris [6]. Let us first briefly recall the
definition of a smooth real vector bundle.

Definition 2.1. Let M be a smooth manifold. A smooth real rank k vector bundle E over M ,

written E → M , is a smooth manifold E equipped with a smooth projection π : E → M such

that for each p ∈ M the fibre Ep := π−1(p) has the structure of a vector space, there is an open

neighbourhood U(p) of p such that there exists a diffeomorphism ψ : π−1(U(p)) → U(p) × Rk, the

2
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vector space structures on Eq = π−1(q) and {q} × Rk agree for all q ∈ U(p), and the following

diagram commutes,

π−1(U(p)) U(p)× Rk

U(p)

...................................................................................................................................................................................................... ........
....

π

..................................................................................................................................................................................................
....
............

prU(p)

.................................................................................................................................................................................................................. ............

ψ
∼=

Definition 2.2. We say two vector bundles E,F → M are isomorphic if there exists a homeomor-

phism of total spaces ϕ : E → F with the property that for each p ∈ M

ϕ|π−1
E (p) : π

−1
E (p) → π−1

F (p)

is a linear isomorphism.

Definition 2.3. Let M be a smooth manifold and E → M a smooth vector bundle. A connection

∇E on E is a linear map ∇E : Γ(E) → Γ(E ⊗ T ∗M) satisfying

∇E(fσ) = f∇Eσ + df ⊗ σ

for all smooth functions f : M → R and all sections σ ∈ Γ(E). If ∇E is such a connection and

X ∈ Γ(TM) is a vector field, we write

∇E
Xσ := X ⌟∇Eσ ∈ Γ(E),

where ⌟ contracts X with the T ∗M factor in ∇Eσ.

Definition 2.4. Let ∇ be a connection on the tangent bundle TM → M of a smooth manifold M .

We call the tensor T a
bc, defined by

T (X,Y ) = ∇XY −∇Y X − [X,Y ]

for all vector fields X,Y ∈ TM , the torsion of ∇. We say ∇ is torsion-free if T a
bc = 0.

Vector bundles are a fundamental concept in differential geometry. A slightly more general idea
is the concept of a fibre bundle. Intuitively, fibre bundles are the same sort of structure as vector
bundles, but now one is allowed to attach something other than a vector space to each point on a
manifold. For example, one may consider Lie groups parametrised by points on a manifold.

Definition 2.5. A (right) group action of a Lie group G on a manifold M is a smooth map

ρ : M ×G → M , denoted by mg := ρ(m, g), such that

(i) me = m ∀m ∈ M ,

(ii) m(gh) = (mg)h ∀m ∈ M, ∀g, h ∈ G.

3
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The action is called free if for all m ∈ M mg = m implies g = e, and transitive if for all m,m′ ∈ M

there exists g ∈ G such that m′ = mg.

Definition 2.6. Let M be a manifold, real or complex, and G a Lie group. A principal G-bundle

P → M consists of the following.

(i) A manifold P ,

(ii) a smooth map π : P → M , and

(iii) a smooth (right) action ρ : P ×G → P of G on P ,

such that each p ∈ M has an open neighbourhood U(p) ⊂ M with the commutative diagram

π−1(U(p)) U(p)×G

U(p)

...................................................................................................................................................................................................... ........
....

π

..................................................................................................................................................................................................
....
............

prU(p)

.................................................................................................................................................................................................................. ............

ψ
∼=

compatible with the G-action h : (u, g) 󰀁→ (u, gh) on U(p)×G. By compatible here we mean that

ρ
󰀃
ψ−1(u, g), h

󰀄
= ψ−1(u, gh) ∀u ∈ U(p), ∀g, h ∈ G.

An equivalent definition is that a principal G-bundle is a fibre bundle together with a smooth right
action ρ : P ×G → P which restricts to a free transitive action on each fibre π−1(p). Note that this
immediately implies that each fibre π−1(p) must be diffeomorphic to G: choose any u ∈ π−1(p) and
define Lu : G → π−1(p) by g 󰀁→ ρ(u, g) Since ρ acts smoothly, freely and transitively on π−1(p), Lu

is smooth, injective and surjective, so a diffeomorphism.
Of particular importance is one specific example of a principal bundle called the frame bundle.

Definition 2.7. Let M be a manifold of dimension n. The frame bundle F → M of M is the

principal GL(n,R)-bundle on M defined by

F = {(p, f1, . . . , fn) : p ∈ M, (f1, . . . , fn) is a basis of TpM}

with projection π : (p, f1, . . . , fn) 󰀁→ p and GL(n,R)-action

(Aij) : (p, f1, . . . , fn) 󰀁−→

󰀳

󰁃p,
󰁛

j

A1jfj , . . . ,
󰁛

j

Anjfj

󰀴

󰁄 .

Definition 2.8. Let G be a Lie subgroup of GL(n,R). A G-structure on an n-dimensional manifold

M is a submanifold P ⊆ F of the frame bundle F → M such that P is invariant under the G-action

of F induced by the GL(n,R)-action, and π|P : P → M is a principal G-bundle. In other words, P

is a principal G-subbundle of F → M .

4
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Example 2.9. Let g be a Riemannian metric on an n-dimensional manifold M and let F → M be

the frame bundle. Define

P g = {(p, f1, . . . , fn) ∈ F : g|p(fi, fj) = δij} .

In other words, P g is a subbundle of the frame bundle such that at each point p ∈ M the fibre

consists of frames orthonormal with respect to g|p. To see what P g is as a G-structure, consider the

action of A ∈ GL(n,R) on the fibre (P g)p. We require that

δij = g|p

󰀣
󰁛

k

Aikfk,
󰁛

l

Ajlfl

󰀤

=
󰁛

k,l

AikAjlδkl

=
󰁛

k

AikAjk =
󰀃
AA⊤󰀄

ij
,

so A must be orthogonal. Thus P g is an O(n)-structure. This gives a 1-1 correspondence between

Riemannian metrics and O(n)-structures. Note that the metric g only determines what subfibres of

the frame bundle F are ‘selected’ when constructing P g, but the O(n)-action, of course, does not

depend on g.

Example 2.10. It is easy to see that an orientation on M is equivalent to a GL+(n,R)-structure.
From any principal bundle we can mould a host of vector bundles by using representations of

the fibre G.

Definition 2.11. Let M be a smooth manifold and P → M a principal bundle over M with fibre

a Lie group G. Let ρ be a representation of G on a vector space V (a homomorphism G → GL(V )).

Then G acts on the product space P ×V by the principal bundle action on the first factor and ρ on

the second. We define ρ(P ) := (P × V )/G, the quotient of the product by this G-action. Of course,

P/G = M , so the obvious projection from (P × V )/G to P/G = M gives a projection ρ(P ) → M .

Since G acts freely on P , this projection has fibre V , and thus ρ(P ) is a vector bundle over M .

2.2 Connections on Principal Bundles

Suppose P is a principal bundle over a manifold M with fibre G and projection π : P → M . Let
p ∈ P , and set m = π(p). Then the derivative of π gives a linear map dπp : TpP → TmM . Define
Cp = ker(dπp). Clearly Cp is a subspace of TpP , and the collection of subspaces Cp as p ranges
over P form a vector subbundle C of tangent bundle TP , called the vertical subbundle. Clearly
Cp = Tp(π

−1(m)), as the kernel of dπp are exactly the tangents to P at p which have no tangential
component to the manifold M . Since the fibres of π are the orbits of the free G-action on P , it
follows that there is a natural isomorphism between Cp and the Lie algebra g of G.

Definition 2.12. Let M be a manifold and P a principal bundle over M with fibre a Lie group G.

A connection on P is a vector subbundle D of TP , called the horizontal subbundle, that is invariant

under the G-action on P and which satisfies

TpP = Cp ⊕Dp

for all p ∈ P .

5
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The derivative dπp induces an isomorphism between Dp and TmM . Indeed, if π(p) = m, then
dπp maps TpP ∼= Cp ⊕ Dp onto TmM , and Cp = ker(dπp). Thus the horizontal subbundle D is
naturally isomorphic to π∗(TM), where π∗(TM) denotes the pullback bundle defined by

π∗(TM) := {(u, p) ∈ TM × P : π(p) = π̂(u)},

where π̂ : TM → M is the projection of the tangent bundle of M . Thus if X ∈ Γ(TM) is a
vector field on M , there is a unique section λ(X) ∈ Γ(D) of the bundle D ⊂ TP over P such that
dπp(λ(X)|p) = X|m for each p ∈ P . We call λ(X) the horizontal lift of the vector field X. It is a
vector field on P , and is invariant under the action of G on P .

It will be useful to relate connections on principal bundles and the vector bundles that arise from
the representations of the principal bundle. As before, let M be a smooth manifold, π : P → M a
principal bundle with fibre a Lie group G, and let ρ : G → GL(V ) be a representation of G on a
vector space V . Let E be the vector bundle ρ(P ) (as defined in Definition 2.11) over M . Suppose
we are given a connection D on the principal bundle P . We construct the unique connection ∇E

on E as follows. Suppose σ ∈ Γ(E) is a smooth section of E = ρ(P ) := (P × V )/G. Then since the
pullback bundle of E = (P × V )/G along π : P → M = P/G is clearly P × V , π∗(σ) is a section of
P ×V over P , or a function π∗(σ) : P → V . So its differential is the linear map dπ∗(σ)|p : TpP → V
for each p ∈ P , and so dπ∗(σ) is a smooth section of the vector bundle V ⊗ T ∗P over P .

Now for each p ∈ P we have the isomorphisms

TpP ∼= Cp ⊕Dp, Cp
∼= g, and Dp

∼= π∗(TmM),

where m = π(p). Since here pullback commutes with taking duals, these give the natural decompo-
sition

V ⊗ T ∗P ∼= (V ⊗ g∗)⊕ (V ⊗ π∗(T ∗M)).

Let us denote by πD(dπ∗(σ)) the Γ(V ⊗π∗(T ∗M))-component of dπ∗(σ) in this splitting. Now both
π∗(σ) and the vector bundle splitting are G-invariant, so πD(dπ∗(σ)) must be G-invariant. But
there is a 1-1 correspondence between G-invariant sections of V ⊗ π∗(T ∗M) over P and sections of
the corresponding vector bundle E ⊗ T ∗M over M . Hence πD(dπ∗(σ)) is the pullback of a unique
element of Γ(E ⊗ T ∗M), which we write as ∇Eσ ∈ Γ(E ⊗ T ∗M). The section ∇Eσ is the unique
section of E ⊗ T ∗M with pullback πD(dπ∗(σ)) under the natural projection V ⊗ π∗(T ∗M) → E, so
this construction defines a connection ∇E on the vector bundle E over M .

So for each connection D on a principal bundle P there exists a unique corresponding connection
∇E on the vector bundle E = ρ(P ). In general, the map D 󰀁→ ∇E may be neither injective nor
surjective. However, if G = GL(n,R) and ρ is the standard representation of G on Rn, then P is
the frame bundle F of M , and this gives a 1-1 correspondence between connections ∇ on TM and
D on F . We will thus usually identify connections ∇ on TM with the corresponding connections D
on F and refer to both as connections on M .

Now let M be a manifold of dimension n with frame bundle F , let G be a Lie subgroup of
GL(n,R), and P be a G-structure on M . Suppose D is a connection on P . It turns out that then
there is a unique connection D′ on F that reduces to D on P , as explained by Joyce in [10], §2.3 –
§2.6. Conversely, a connection D′ on F reduces to a connection D on P if and only if for each p ∈ P ,
the subspace D′

p of TpF lies in TpP . We call a connection ∇ on TM compatible with the G-structure
P if the corresponding connection on F reduces to P . Thus every connection D on P induces a
unique connection ∇ on TM , and conversely a connection ∇ on TM arises from a connection D
on P if and only if ∇ is compatible with P . For our purposes it will be sufficient to think of this
compatibility condition as the requirement for the tensor defining the G-structure to be parallel with
respect to ∇.

6
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Definition 2.13. Let P be a subbundle of the frame bundle F of M . We call a connection D on P

torsion-free if there exists a connection ∇ on TM which is compatible with P and is torsion-free in

the sense of Definition 2.4.

Definition 2.14. A torsion-free G-structure is a G-structure G(M) on which there exists a torsion-

free connection on G(M).

Note that if G ⊂ O(n), then any torsion-free connection on G(M) must be the Levi–Civita connection
of the induced metric, so in particular is unique.

2.3 Holomorphic Functions

The essential feature that distinguishes the complex plane C from R2 is the operation of multiplying
by i. The interesting objects on C then become complex differentiable, or holomorphic, functions.
Recall that a smooth function f = u + iv : C → C is called holomorphic if it satisfies the Cauchy–
Riemann equations

∂u

∂x
=

∂v

∂y
and

∂u

∂y
= −∂v

∂x
.

A different way of phrasing this condition is to require that the ∂̄-derivative of f vanishes, that is

∂f

∂z̄
=

1

2

󰀕
∂

∂x
+ i

∂

∂y

󰀖
f = 0.

We will see that the natural generalizations of these concepts to manifolds yield the notions of
an (almost) complex structure on the manifold and a (pseudo-)holomorphic structure on a vector
bundle respectively.

We will follow the general approach of regarding complex manifolds as even dimensional real
manifolds with extra structure, so to this end let j1 denote the endomorphism of R2 corresponding
to multiplication by i on C under the identification z = x+ iy 󰀁→ (x, y). In the standard basis it is
given by

j1 =

󰀕
0 −1
1 0

󰀖
.

We can view any complex function f = u + iv as a real function f : R2 → R2 given by (x, y) 󰀁→
(u(x, y), v(x, y)), whose differential at a point p ∈ R2 is the linear map

df |p =

󰀳

󰁃
∂u
∂x

󰀏󰀏
p

∂u
∂y

󰀏󰀏󰀏
p

∂v
∂x

󰀏󰀏
p

∂v
∂y

󰀏󰀏󰀏
p

󰀴

󰁄 .

The Cauchy–Riemann equations at p ∈ R2 can then be written as the commutation relation

j1 ◦ df |p = df |p ◦ j1

This algebraic, rather than analytic, characterization allows us to extend the notion of holomorphic-
ity to higher complex dimensions. Consider the identification of Cm with R2m by

(z1, . . . , zm) = (x1 + iy1, . . . , xm + iym) 󰀁−→ (x1, . . . , xm, y1, . . . ym),

7
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and denote by jm the endomorphism of R2m corresponding to multiplication by i on Cm. In the
standard basis

jm =

󰀕
0 − m

m 0

󰀖
.

We then say a function f : Cl → Cm is holomorphic at p ∈ Cl if and only if, considered as a real
function f : R2l → R2m, its differential satisfies the commutation relation

jm ◦ df |p = df |p ◦ jl. (1)

3 Complex and Almost Complex Structures

3.1 (Almost) Complex Structures

Definition 3.1 (Complex Manifolds #1). Let M be a real topological manifold of dimension 2m.

A complex chart on M is a pair (U,ϕU ), where U is an open subset of M and ϕU : U → Cm is a

homeomorphism between U and some open subset of Cm. A complex manifold of complex dimension

m is a real topological 2m-dimensional manifold M with an atlas of charts (U,ϕU ), U ∈ U , whose
transition functions ϕUV : ϕV (U ∩ V ) → ϕU (U ∩ V ), given by ϕUV = ϕU ◦ ϕ−1

V , are required to

be holomorphic as maps between open subsets of Cm. The atlas of holomorphic charts is called a

holomorphic structure.

A holomorphic structure consists of holomorphic maps between open sets of Cm, so in particular
defines a set of smooth maps between open sets of R2m. So every complex manifold M of complex
dimension m defines a smooth real manifold MR of real dimension 2m, where MR is the same as M as
a topological space. The converse is not true, of course, since not every smooth map is holomorphic.
However, the holomorphic structure of M is encoded in a single tensor J on the real manifold MR.
To see how, for every vector X ∈ TpMR choose any U ∈ U containing p and define

JU (X) = (dϕU )
−1 ◦ jm ◦ (dϕU )(X).

In fact JU is independent of U , since for any other V ∈ U containing p, ϕV U = ϕV ◦ ϕ−1
U is

holomorphic (satisfies relation (1)), and ϕV = ϕV U ◦ ϕU , so

JV (X) = (dϕV )
−1 ◦ jm ◦ (dϕV )(X)

= (dϕU )
−1 ◦ (dϕV U )

−1 ◦ jm ◦ (dϕV U ) ◦ (dϕU )(X)

= (dϕU )
−1 ◦ jm ◦ (dϕU )(X) = JU (X).

Thus the collection of maps JU , U ∈ U , which we refer to as just J , defines a tensorial field
of endomorphisms on the tangent bundle of MR satisfying J2 = − . We capture the essential
properties of J in the following definition.

Definition 3.2. Let M be a smooth real manifold of dimension 2m. An almost complex structure

on M is a tensor Ja
b : TM → TM such that J2 = − . The pair (M,J) is then called an almost

complex manifold.

The discussion above shows that a complex manifold is in a canonical way an almost complex
manifold, and we will always identify a complex manifold M with its underlying real manifold MR
equipped with a tensor J . The converse is not true in general, however; the condition for the converse
to hold is provided by the Newlander–Nirenberg Theorem below.

8
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Definition 3.3. To every almost complex structure J we associate a tensor NJ = NJ c
ab , called

the Nijenhuis tensor, defined by

NJ(X,Y ) := [X,Y ] + J [JX, Y ] + J [X, JY ]− [JX, JY ]

for all vector fields X,Y .

We can give another definition of complex manifolds as real manifolds with extra structure, one
we will use throughout the rest of this essay.

Definition 3.4 (Complex Manifolds #2). A complex manifold is an almost complex manifold (M,J)

whose Nijenhuis tensor vanishes, NJ = 0.

The equivalence of the two definitions of complex manifolds is a consequence of the Newlander–
Nirenberg Theorem.

Theorem 3.5 (Newlander–Nirenberg). Let (M,J) be an almost complex manifold. The almost

complex structure J comes from a holomorphic structure if and only if the Nijenhuis tensor of J

vanishes, NJ = 0.

Proof. The proof can be found in [8].

Finally, we can give a third, elegant definition of a complex manifold by using the language of
G-structures introduced in Section 2.1.

Definition 3.6 (Complex Manifolds #3). Let M be a smooth real manifold of dimension 2m. Then

a complex structure on M is a torsion-free GL(m,C)-structure on M .

Indeed, let F → M be the frame bundle of M and J an almost complex structure on M . Define
P ⊆ F to be the subbundle of frames in F in which the components of J assume the standard form

J =

󰀕
0 − m

m 0

󰀖
= jm.

Then P is a principal subbundle of F with fibre GL(m,C). We have the homomorphic embedding
GL(m,C) ↩→ GL(2m,R),

A+ iB 󰀁→
󰀕

A −B
B A

󰀖
, (2)

so P is a GL(m,C)-structure on M . This defines a 1-1 correspondence between almost complex
structures J and GL(m,C)-structures on P on M . It remains to show that J is a complex structure
if and only if P is torsion-free. Suppose ∇ is a torsion-free connection on TM . Consider the
connection defined by

∇#
XY = ∇XY −AXY,

where

AXY =
1

4
(2J(∇XJ)Y + (∇JY J)X + J(∇Y J)X) .

The idea behind this definition is that the new connection ∇# preserves J , and thus is compatible
with the GL(m,C)-structure. Furthermore, it will turn out that ∇# is torsion-free.

Lemma 3.7. J is a complex structure if and only if (∇JXJ)Y = J(∇XJ)Y .

9
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Proof. The proof is a routine calculation and can be found on pp. 82 – 83 of Moroianu, [13].

Proposition 3.8. A is symmetric if and only if J is a complex structure.

Proof. Suppose J is a complex structure. Then by Lemma 3.7,

4AXY = 2J(∇XJ)Y + 2J(∇Y J)X = 4AY X.

Conversely, suppose A is symmetric, so that

J(∇XJ)Y − J(∇Y J)X = (∇JXJ)Y − (∇JY J)X. (3)

We use the fact that ∇ satisfies the Leibniz rule in the second variable to rewrite equation (3) as

J∇X(JY ) +∇XY − J∇Y (JX)−∇Y X = ∇JX(JY )− J(∇JXY )−∇JY (JX) + J(∇JY X),

and use the fact that ∇ is torsion-free to notice that this is precisely the statement that the Nijenhuis

tensor of J vanishes, NJ(X,Y ) = 0.

Thus J is a complex structure if and only if

∇#
XY −∇#

Y X = ∇XY −∇Y X = [X,Y ],

that is, ∇# is torsion-free. The new connection ∇# is compatible with the GL(m,C)-structure
defining J , so by the discussion in Section 2.2, we see that a complex structure J is exactly equivalent
to a torsion-free GL(m,C)-structure.
Remark 3.9. Interestingly, we can also use the embedding (2) to show that an almost complex

structure defines an orientation. We compute the product
󰀕

m 0

−i m m

󰀖󰀕
A −B

B A

󰀖󰀕
m 0

i m m

󰀖
=

󰀕
A− iB −B

0 A+ iB

󰀖
,

which shows that

det

󰀕
A −B

B A

󰀖
= det

󰀕
A− iB −B

0 A+ iB

󰀖
= | det(A+ iB)|2 > 0.

Thus GL(m,C) in fact embeds into GL+(2m,R), which defines an orientation by Example 2.10.

3.2 The Complexified Tangent Bundle

Intuitively, J should have eigenvalues ±i, but as TM is a real vector bundle, J does not have
eigenspaces in TM . Thus to diagonalize J we have to complexify the tangent bundle,

TMC := TM ⊗R C,

and extend all real endomorphisms and differential operators from TM to TMC by C-linearity. We
then denote by T 1,0M the eigenbundle of J in TMC corresponding to the eigenvalue i, and by T 0,1M
the eigenbundle corresponding to −i. That is,

T 1,0M = {Z ∈ TMC : JZ = iZ},

and similarly for T 0,1M . For calculation purposes it is useful to characterise these eigenbundles
more explicitly.

10



Grigalius Taujanskas 3 COMPLEX AND ALMOST COMPLEX STRUCTURES

Lemma 3.10. We have

T 1,0M = {X − iJX : X ∈ TM}, T 0,1M = {X + iJX : X ∈ TM},

and TMC = T 1,0M ⊕ T 0,1M .

The proof is an easy calculation. The intuitive way to think about these subbundles of TMC

is that T 1,0M captures the holomorphic information about TMC, while T 0,1M captures the anti-
holomorphic information.

3.3 The Complexified Exterior Bundles

Let (M,J) be an almost complex manifold. For any p we define the complexified exterior bundle
Λp
CM := ΛpM ⊗R C. We denote by Ωp(M) the smooth sections of ΛpM ; sections of Λp

CM can then
be viewed as formal sums ω + iτ , where ω, τ ∈ Ωp(M).

Definition 3.11. In a way similar to the decomposition of the complexified tangent bundle, we

define

Λ1,0M := {ξ ∈ Λ1
CM : ξ(Z) = 0 ∀Z ∈ T 0,1M}

and

Λ0,1M := {ξ ∈ Λ1
CM : ξ(Z) = 0 ∀Z ∈ T 1,0M},

called bundles of forms of type (1, 0) and forms of type (0, 1) respectively.

By Lemma 3.10, we immediately get the following.

Lemma 3.12. We have

Λ1,0M = {ω − iω ◦ J : ω ∈ Λ1M}, Λ0,1M = {ω + iω ◦ J : ω ∈ Λ1M},

and Λ1
CM = Λ1,0M ⊕ Λ0,1M .

We denote by Λk,0 the k-th exterior power of Λ1,0, and similarly by Λ0,k the k-th exterior power
of Λ0,1. We also write Λp,q for the tensor product Λp,0 ⊗ Λ0,q. Using the formula

Λk(E ⊕ F ) ∼=
k󰁐

i=0

ΛiE ⊗ Λk−iF

for the k-th exterior power of a direct sum of vector spaces E and F , we get

Λk
CM

∼=
󰁐

p+q=k

Λp,qM. (4)

We call elements of Λp,qM forms of type (p, q) and denote the space of smooth sections of Λp,qM
by Ωp,q(M). It is not difficult to see that a complex k-form belongs to Λp,qM , where p + q = k, if
and only if it vanishes when applied to p+1 vectors in T 1,0M , or to q+1 vectors in T 0,1M . Having
defined the above decomposition of forms, we can give yet another characterisation of an almost
complex structure J being a complex structure.

11
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Proposition 3.13. Let (M,J) be an almost complex manifold of real dimension 2m. Then J is a

complex structure if and only if

d(Ω1,0(M)) ⊂ Ω2,0(M)⊕ Ω1,1(M), (5)

or equivalently

d(Ωp,q(M)) ⊂ Ωp+1,q(M)⊕ Ωp,q+1(M) ∀ 0 󰃑 p, q 󰃑 m. (6)

Proof. The proof is a short calculation and can be found in [13].

3.4 Holomorphicity

Having introduced complex structures, we can now write down the natural generalisation of condition
(1) to manifolds.

Definition 3.14. Let (M1, J1) and (M2, J2) be almost complex manifolds. A smooth map f :

(M1, J1) → (M2, J2) is called pseudo-holomorphic if its differential commutes with the two complex

structures at every point, df ◦ J1 = J2 ◦ df . If (M1, J1) and (M2, J2) are both complex manifolds,

then f : (M1, J1) → (M2, J2) is called holomorphic if its differential commutes with the two complex

structures at every point.

It should be noted that a single complex manifold may admit more than one complex structure;
indeed, a Riemannian manifold (M, g) is called hyperkähler exactly when it admits three complex I,
J , and K such that IJ = K, and the metric g is Kähler with respect to each of the three complex
structures. We do not study hyperkähler manifolds in this essay. For more details the reader should
consult §10 of Joyce [10], or Gross, Huybrechts and Joyce, [7].

Let us now consider a complex manifold (M,J) of complex dimension m. The following is a
characterisation of holomorphic functions on M .

Proposition 3.15. Let f : M → C be a smooth function on M . The following are equivalent.

1. f is holomorphic,

2. ∂Zf = 0 for all Z ∈ T 0,1M ,

3. df is a form of type (1, 0).

Proof. 2. ⇔ 3. The form df is of type (1, 0) if and only if df(Z) = 0 for all Z ∈ T 0,1M , which

is by definition equivalent to ∂Zf = 0 for all Z ∈ T 0,1M .

1. ⇔ 3. The function f is holomorphic if and only if f◦ϕ−1
U is holomorphic for every holomorphic

chart (U,ϕU ), which is equivalent to f∗ ◦ (ϕU )
−1
∗ ◦ jm = if∗ ◦ (ϕU )

−1
∗ , or f∗ ◦ J = if∗. Said

differently, for every real vector X we have df(JX) = idf(X), or df(X + iJX) = 0 for all

X ∈ TM .

Definition 3.16. A complex vector field Z of type (1, 0) is called holomorphic if ∂Zf is holomorphic

for every locally defined holomorphic function f .

Definition 3.17. A real vector field X is called real holomorphic if its (1, 0) component X − iJX

is a holomorphic vector field.

12
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Now on any complex manifold (M,J) we know that, by condition (6), the exterior derivative d is
the sum of two operators, ∂ : Ωp,q(M) → Ωp+1,q(M) and ∂̄ : Ωp,q(M) → Ωp,q+1(M), i.e. d = ∂ + ∂̄.
Since 0 = d2 = (∂ + ∂̄)2 = ∂2 + ∂̄2 + (∂∂̄ + ∂̄∂), and the three operators in the last term take values
in different subbundles of Λ2

CM , we have the following identities.

Proposition 3.18. The operators ∂ and ∂̄ satisfy

(i) ∂2 = 0,

(ii) ∂̄2 = 0, and

(iii) ∂∂̄ + ∂̄∂ = 0.

Definition 3.19. A p-form ω of type (p, 0) is called holomorphic if ∂̄ω = 0.

We will see the importance of this final characterisation of holomorphic forms when we try to
generalise the concept of holomorphic structures on vector bundles in the next section.

Some of the structure and naturality of the exterior derivative d carries over to the operators ∂
and ∂̄. In particular, the following counterpart of the Poincaré Lemma, called the Dolbeault Lemma,
holds.

Lemma 3.20 (Dolbeault Lemma). A ∂̄-closed (0, 1)-form is locally ∂̄-exact.

Proposition 3.21 (The Local ∂∂̄-Lemma). Let ϕ ∈ Ω1,1(M) be a real 2-form of type (1, 1) on a

complex manifold M . Then ϕ is closed if and only if every point p ∈ M has an open neighbourhood

U such that the restriction of ϕ to U equals i∂∂̄u for some smooth real function u on U .

Proof. The proofs of this and Lemma 3.20 may be found in Griffiths and Harris [6], p. 25.

Stronger ∂∂̄ results will turn out to hold on Kähler manifolds, as we will see in Section 7.

4 Complex and Holomorphic Vector Bundles

Definition 4.1 (Complex Vector Bundle #1). A smooth real vector bundle E → M over a smooth

real manifold M is called a complex vector bundle over M if each fibre Ep = π−1(p) has a complex

vector space structure.

Note that the definition of a complex vector bundle is the same as that of a real vector bundle (see
Section 2.1), except here the fibres are required to be complex vector spaces. It is easy to see that
equivalently, we may define a complex vector bundle as follows.

Definition 4.2 (Complex Vector Bundle #2). A complex vector bundle is the pair (E,K), where

E → M is a smooth real vector bundle and K : E → E is a linear bundle map satisfying K2 = E .

Remark 4.3. Recall that a smooth map K : E → F between fibre bundles πE : E → M and

πF : F → M is called a bundle map if for every p ∈ M it maps the fibre Ep = π−1
E (p) to the fibre

Fp = π−1
F (p).

13
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Definition 4.4 (Holomorphic Vector Bundle #1). Let M be a complex manifold. A holomorphic

rank k vector bundle E over M , written E → M , is a complex manifold E equipped with a holo-

morphic projection π : E → M such that for each p ∈ M the fibre Ep := π−1(p) has the structure of

a vector space, there is an open neighbourhood U(p) of p such that there exists a biholomorphism

ψ : π−1(U(p)) → U(p)× Ck, the vector space structures on Eq = π−1(q) and {q}× Ck agree for all

q ∈ U(p), and the following diagram commutes,

π−1(U(p)) U(p)× Ck

U(p)

...................................................................................................................................................................................................... ........
....

π

..................................................................................................................................................................................................
....
............

prU(p)

.................................................................................................................................................................................................................. ............

ψ
∼=

We will see shortly a different characterisation of holomorphic vector bundles, one which will
allow us to write down a second definition describing them as real bundles with extra structure.

Proposition 4.5. The tangent bundle TM of a complex manifold M has the structure of a holo-

morphic vector bundle.

Proof. Holomorphicity of the projection is obvious. Take a holomorphic atlas (U,ϕU ), U ∈ U on

M and define ψU : TM |U → U × Cm by ψU (Xp) = (p, dϕU (X)). The transition functions are then

gUV = dϕU ◦ (dϕV )
−1, which are clearly holomorphic.

Similar arguments show that the cotangent bundle T ∗M ≃ Λ1,0M and the bundles Λp,0M are
holomorphic. The complex bundles Λp,qM , however, are not holomorphic for q ∕= 0.

Definition 4.6. Let E → M be a holomorphic vector bundle over M . The bundle Λp,qE of E-

valued (p, q)-forms is defined as the tensor product of complex vector bundles Λp,qM⊗E. The space

Γ(Λp,qM ⊗ E) of smooth sections of Λp,q(E) is denoted by Ωp,q(E).

As before, the bundles Λp,0E are holomorphic, but Λp,qE are not for q ∕= 0.
In the previous section we defined the ∂ and ∂̄ operators acting on Ωp,q(M), which make up the

p-part and the q-part of the exterior derivative d respectively. It can be easily checked that in any
local coordinate system {zα}, ∂ and ∂̄ are given by

∂f =

m󰁛

α=1

∂f

∂zα
dzα and ∂̄f =

m󰁛

α=1

∂f

∂z̄α
dz̄α (7)

when acting on functions f : M → C. In other words, as the notation suggests, ∂̄ should be thought
of as the complex conjugate of the operator ∂.

Recall that a function f : C → C is called holomorphic if ∂̄f = 0 (see section 2.3). Let E → M
be a holomorphic vector bundle. We extend the definition of ∂̄ to act on Ωp,q(E) → Ωp,q+1(E) as
follows. Suppose a section σ is given by (σ1, . . . ,σk), where σi are local (p, q) forms, in some local
holomorphic trivialisation. We then simply define ∂̄σ = (∂̄σ1, . . . , ∂̄σk). If in a different trivialisation

14
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we have σ = (τ1, . . . , τk), then τj = gjlσl for some transition functions gjl. These are holomorphic as
E is a holomorphic vector bundle, so ∂̄τj = gjl∂̄σl, showing that ∂̄σ does not depend on the choice
of trivialisation. Of course, ∂̄2 = 0 as before, and moreover, ∂̄ satisfies the Leibniz rule:

∂̄(ω ∧ σ) = (∂̄ω) ∧ σ + (−1)p+qω ∧ (∂̄σ) (8)

for all ω ∈ Ωp,q(M), σ ∈ Ωr,s(E). Notice that this construction required the vector bundle E to be
holomorphic.

4.1 Holomorphic Structures

Definition 4.7. A pseudo-holomorphic structure on a complex vector bundle E is a collection of

operators ∂̄ : Ωp,q(E) → Ωp,q+1(E) for all (p, q), all denoted by ∂̄, satisfying the Leibniz rule (8). If,

moreover, ∂̄2 = 0, then ∂̄ is called a holomorphic structure.

Theorem 4.8. A complex vector bundle E is holomorphic if and only if it has a holomorphic

structure ∂̄.

Proof. We do not go through the proof here, but it can be found in Kobayashi [11], and is repeated

in §9 of Moroianu, [13].

We can thus write down the following definition.

Definition 4.9 (Holomorphic Vector Bundles #2). A holomorphic vector bundles is a triplet

(E,K, ∂̄), where E → M is a real vector bundle, K : E → E is a linear bundle map satisfying

K2 = − E , and ∂̄ : Ωp,q(E) → Ωp,q+1(E) is an operator satisfying the Leibniz rule (8), and ∂̄2 = 0.

5 Hermitian and Kähler Manifolds

5.1 Hermitian structures and the Chern connection

Let E → M be a complex rank-k vector bundle over a smooth manifold M .

Definition 5.1. A Hermitian structure H on E is a smooth field of Hermitian products on the

fibres of E. More precisely, we say E possesses a Hermitian structure if there exists a family of maps

H : Ep × Ep → C for all p ∈ M satisfying the following.

1. H(u, v) is C-linear in u for every v ∈ Ep,

2. H(u, v) = H(v, u) for all u, v ∈ Ep,

3. H(u, u) > 0 for all u ∕= 0,

4. H(u, v) is a smooth function on M for every pair of smooth sections u and v of E.

A complex vector bundle endowed with a Hermitian structure, (E,H), is called a Hermitian vector

bundle.

By definition, H is non-degenerate and C-anti-linear in the second variable, so we may view H
as a C-anti-linear isomorphism H : E → E∗, where E∗ is the dual bundle of E.
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Example 5.2. The standard Hermitian structure on Ck is of course given by H(z, w) = w†z. More

generally, any Hermitian matrix H induces a Hermitian structure via H(z, w) = w†Hz. Indeed, any

rank-k complex vector bundle E admits multiple Hermitian structures by pullback of a Hermitian

matrix H. More precisely, take a trivialisation (Ui,ψi) of E and a partition of unity (fi) subordinate

to the open cover {Ui}. For each p ∈ Ui, let (Hi)p = ψ∗
i ◦H be the pullback of a Hermitian matrix

H by the C-linear map ψi|Ep . Then H :=
󰁓

fiHi is a well-defined Hermitian structure on E.

Definition 5.3. Suppose E → M is a complex vector bundle over a complex manifold M . Suppose

E admits a connection ∇, and consider the projections π1,0 : Λ1(E) → Λ1,0(E) and π0,1 : Λ1(E) →
Λ0,1(E). We define the (1, 0) and (0, 1) components of ∇ to be

∇1,0 := π1,0 ◦ ∇ and ∇0,1 := π0,1 ◦ ∇.

We have seen that these operators extend to ∇1,0 : Ωp,q(E) → Ωp+1,q(E) and ∇0,1 : Ωp,q(E) →
Ωp,q+1(E), and satisfy the Leibniz rule with respect to their corresponding components of the exterior
derivative,

∇1,0(ω ⊗ σ) = ∂ω ⊗ σ + (−1)p+qω ∧∇1,0σ,

and
∇0,1(ω ⊗ σ) = ∂̄ω ⊗ σ + (−1)p+qω ∧∇0,1σ

for all ω ∈ Ωp,q(M), σ ∈ Γ(E). Of course, ∇0,1 is a pseudo-holomorphic structure on E for every
connection ∇. The curvature operator of ∇ can be written as

R∇ = ∇2 = (∇1,0 +∇0,1)2 = (∇1,0)2 + (∇0,1)2 + (∇1,0∇0,1 +∇0,1∇1,0),

so the (0, 2) component of the curvature is given by

(R∇)0,2 = (∇0,1)2.

Since ∇0,1 is a pseudo-holomorphic structure, if (R∇)0,2 vanishes for some connection ∇, then E is
a holomorphic bundle with holomorphic structure ∂̄ := ∇0,1, by Theorem 4.8. The converse is also
true and is provided by the following theorem.

Theorem 5.4. Let E be a holomorphic vector bundle with holomorphic structure ∂̄. For every

Hermitian structure H on E there exists a unique connection ∇ = ∇Ch, called the Chern connection,

such that

(i) ∇H = 0, and

(ii) ∇0,1 = ∂̄. This clearly means that the (0, 2) component of the curvature of the Chern connection

vanishes,

(R∇)0,2 = (∇0,1)2 = ∂̄2 = 0.

Proof. Firstly, notice that the dual vector bundle E∗ of a holomorphic vector bundle E is holomorphic

too, with its naturally inherited holomorphic structure still denoted by ∂̄. Moreover, any connection

∇ on E canonically induces a connection on E∗, still denoted by ∇, by the formula

(∇Xσ∗)σ := ∂X(σ∗(σ))− σ∗(∇Xσ) (9)
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for all vector fields X, σ ∈ Γ(E), σ∗ ∈ Γ(E∗). Note that the condition ∇0,1 = ∂̄ on E just means

that ∇σ ∈ Ω1,0(E) for every holomorphic section σ of E. By (9), the same characterisation of this

condition holds on E∗ as well.

To prove the theorem, suppose that ∇ is a connection satisfying ∇H = 0 and ∇0,1 = ∂̄, where H

is viewed as a C-antilinear isomorphism E → E∗. For every section σ ∈ Γ(E) and every real vector

X on M we get

∇X(H(σ)) = ∇X(H)(σ) +H(∇Xσ) = H(∇Xσ).

Now by the C-antilinearity of H, for every complex vector Z ∈ TMC we then have ∇Z(H(σ)) =

H(∇Z̄σ). For Z ∈ T 1,0M this then shows that

∇1,0σ = H−1 ◦ ∇(H(σ)) = H−1(∂̄(H(σ))),

whence ∇ = ∂̄ +H−1 ◦ ∂̄ ◦H. We thus have found a formula for ∇, in particular proving existence

and uniqueness.

In particular, the above formula for the Chern connection also shows that the (2, 0)-component
of the curvature also vanishes, since

(R∇)2,0 = (∇1,0)2 = (H−1 ◦ ∂̄ ◦H)2 = H−1 ◦ ∂̄2 ◦H = 0.

Thus the curvature of the Chern connection is in fact a (1, 1)-form.
It turns out that the Chern connection is natural with respect to direct sums and tensor products

of vector bundles. The precise meaning of this statement is the following. Suppose E,F → M are
holomorphic vector bundles with corresponding Hermitian structures HE and HF . Let ∇E and
∇F be the Chern connections on E and F respectively. There exist natural definitions of two new
connections, ∇E⊕F and ∇E⊗F , from ∇E and ∇F , which are characterised by

∇E⊕F (e, f) = (∇Ee,∇F f), and

∇E⊗F (e⊗ f) = (∇Ee)⊗ f + e⊗ (∇F f)

for all e ∈ Γ(E), f ∈ Γ(F ). Moreover, there exist natural definitions of two new Hermitian structures,
HE ⊕HF on E ⊕ F and HE ⊗HF on E ⊗ F . Theorem 5.4 then gives us Chern connections ∇′

E⊕F

and ∇′
E⊗F on the holomorphic Hermitian bundles (E ⊕ F,HE ⊕HF , ∂̄) and (E ⊕ F,HE ⊗HF , ∂̄)

respectively (direct sums and tensor products certainly preserve holomorphicity of vector bundles;
this is obvious from our Definition #1 of holomorphic vector bundles). Naturality of the Chern
connection is then the statement that

∇E⊕F = ∇′
E⊕F and ∇E⊗F = ∇′

E⊗F .

5.2 Hermitian metrics

Definition 5.5. A Hermitian metric on an almost complex manifold (M,J) is a Riemannian metric

h such that h(X,Y ) = h(JX, JY ) for all X,Y ∈ TM .

We also denote by h the extension of h to TMC by C-linearity. It is easy to check that on TMC

this extension satisfies

1. h(Z,W ) = h(Z,W ) for all Z,W ∈ TMC,
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2. h(Z,Z) > 0 for all Z ∈ TMC \ {0}, and

3. h(Z,W ) = 0 whenever both Z and W belong to either T 1,0M or T 0,1M .

Conversely, every symmetric tensor on TMC satisfying these properties defines a Hermitian metric
by restriction to TM .

Definition 5.6. Every Hermitian metric h on an almost complex manifold (M,J) has an associated

2-form, called the fundamental form (sometimes Kähler form), defined by

ω(X,Y ) := h(JX, Y )

for all vector fields X,Y ∈ TM .

5.3 Kähler Metrics

Definition 5.7. A Hermitian metric h on an almost complex manifold (M,J) is called a Kähler

metric if J is a complex structure and the fundamental form ω is closed,

h is Kähler ⇐⇒ NJ = 0 and dω = 0.

A local real function u satisfying ω = i∂∂̄u is called a local Kähler potential of the metric h.

It turns out that Kähler metrics may be characterised in terms of the Levi–Civita connection ∇.

Theorem 5.8. A Hermitian metric h on an almost complex manifold (M,J) is Kähler if and only

if J is parallel with respect to the Levi–Civita connection of h, ∇J = 0.

Sketch proof. Heuristically speaking, it turns out that

∇J = NJ ⊕ h−1 · dω,

so that J being parallel corresponds precisely to the condition that h is Kähler, NJ = 0 and

dω = 0.

Furthermore, as mentioned in the introduction, we may characterise Kähler metrics in a manner
similar to the existence of normal coordinates for Riemannian metrics.

Theorem 5.9. A Hermitian metric h on a complex manifold (M,J) is Kähler if and only if around

each point in M there exist holomorphic coordinates in which h osculates to the standard Hermitian

metric to second order.

Proof. See pp. 83 – 84 of Moroianu, [13].

The tangent bundle of a Hermitian manifold (M,J, h) has two, generally distinct, natural linear
connections: the Levi–Civita connection ∇LC and the Chern connection ∇Ch. Another special
feature of Kähler manifolds is the following.

Proposition 5.10. Let (M,J, h) be a Hermitian manifold and let ∇LC, ∇Ch be the Levi–Civita

and the Chern connections on TM respectively. The manifold (M,J, h) is Kähler if and only if

∇LC = ∇Ch.

Proof. This is a routine calculation using Theorem 5.8 and can be found on pp. 85 – 86 of Moroianu,

[13].
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5.4 The Ricci Form

Let (M2m, J, h) be a Kähler manifold and ∇ the Levi–Civita connection of h. Since J is parallel
with respect to ∇, ∇J = 0, the Riemann curvature tensor satisfies

R(X,Y )JZ = JR(X,Y )Z.

Symmetries of the fully covariant Riemann tensor then imply that

R(X,Y, JZ, JT ) = R(JX, JY, Z, T ) = R(X,Y, Z, T ),

so after taking the trace we see that

Ric(JX, JY ) = Ric(X,Y ).

Thus Ric(J ·, ·) is skew-symmetric in its arguments, i.e. is a 2-form.

Definition 5.11. The Ricci form ρ of a Kähler manifold is defined by

ρ(X,Y ) := Ric(JX, Y )

for all X,Y ∈ TM .

Let (zα) be a system of local holomorphic coordinates around some point p ∈ M . We write

Zα :=
∂

∂zα
and Zᾱ :=

∂

∂z̄α
, 1 󰃑 α 󰃑 m.

Let the Roman indices a, b, c, . . . run over the set {1, . . . ,m, 1̄, . . . ,m} and the Greek indices α,β, γ, . . .
run over the set {1, . . . ,m} (so that ᾱ, β̄, γ̄, . . . run over {1̄, . . . ,m}). The components of the Kähler
metric in the above local coordinates are given by

hab := h(Za, Zb).

By Hermiticity we immediately get

hαβ = 0 = hᾱβ̄ , hαβ̄ = hβᾱ = hβ̄α.

Let us denote by
d = det(hαβ̄).

Proposition 5.12. The Ricci tensor of the Levi–Civita connection on a Kähler manifold is locally

given by

Ricαβ̄ = −∂2 log d

∂zα∂z̄β
.

Proof. See §12.2 of Moroianu, [13], for a proof.

By definition, we then have the expression for the Ricci form

ρ = −i∂∂̄ log d. (10)

Proposition 5.13. The Ricci form is closed, dρ = 0.
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Proof. Using (10) and Proposition 3.18, we immediately have

dρ = −i(∂ + ∂̄)∂∂̄ log d = 0.

The Ricci form turns out to be one of the most important objects on a Kähler manifold; its
cohomology class is essentially equal to the Chern class of the canonical bundle of M , as we will
explain in Section 9.

6 Natural Operators

Let (Mn, g) be an oriented Riemannian manifold with volume form dv, and let E and F be Hermitian
vector bundles over M with Hermitian structures 〈·, ·〉E and 〈·, ·〉F respectively.

Definition 6.1. Let P : Γ(E) → Γ(F ) and Q : Γ(F ) → Γ(E) be smooth linear differential operators.

We say Q is a formal adjoint of P if
󰁝

M

〈Pα,β〉F dv =

󰁝

M

〈α, Qβ〉E dv

for all compactly supported smooth sections α ∈ C∞
c (E), β ∈ C∞

c (F ).

A formal adjoint of a smooth linear differential operator P always exists, is unique, and is denoted
by P ∗. Standard arguments showing existence and uniqueness can be found in §14 of Moroianu, [13].
Clearly (P ∗)∗ = P , and (P ◦Q)∗ = Q∗ ◦ P ∗.

In the particular case of the exterior bundle, the metric g induces a natural scalar product on
ΛkM , which we denote by 〈·, ·〉 (see Appendix B). With respect to this scalar product the interior
product ⌟ and the exterior product ∧ are adjoint operators in the following sense. Let X be a vector
field, ω ∈ ΛkM , and τ ∈ Λk−1M . In index notation,

Xaωab...cτ
b...c = ωab...cX

aτ b...c

=
1

2

󰀃
ωab...cX

aτ b...c − ωba...cX
aτ b...c

󰀄

=
1

2

󰀃
ωab...cX

aτ b...c − ωab...cX
bτa...c

󰀄

= · · · = ωab...cX
[aτ b...c],

which in coordinate-free notation reads

〈X ⌟ ω, τ〉 = 〈ω, X ∧ τ〉.

So X∧ is the adjoint of X⌟.

6.1 The Codifferential and the Laplacian

Let {e1, . . . , en} be a local orthonormal frame on M which is parallel at some point p ∈ M . Recall
(Proposition A.5) that the exterior derivative d : Ωk(M) → Ωk+1(M) is given by

d = ei ∧∇ei .
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The formal adjoint of d is given by δ : Ωk+1(M) → Ωk(M),

δ = −(−1)nk ∗ d∗,

where ∗ denotes the Hodge star operator (see Appendix B). Indeed, suppose α ∈ Ωk(M) and
β ∈ Ωk+1(M) are smooth compactly supported forms. Then

−(−1)nk
󰁝

M

〈α, ∗d ∗ β〉 dv = −(−1)nk
󰁝

M

α ∧ ∗2d ∗ β

= −(−1)nk(−1)(n−k)k

󰁝

M

α ∧ d ∗ β

= −(−1)k
2

󰀕
(−1)k

󰁝

M

d(α ∧ ∗β)− (−1)k
󰁝

M

dα ∧ ∗β
󰀖

=

󰁝

M

dα ∧ ∗β =

󰁝

M

〈dα,β〉 dv,

where we used Stokes’ Theorem in the penultimate line.

Definition 6.2. The formal adjoint of the exterior derivative d is called the codifferential and is

denoted by δ := d∗. We say a form α is coclosed if δα = 0.

In local coordinates

〈α, δβ〉 = 〈dα,β〉
= 〈ei ∧∇eiα,β〉
= 〈∇eiα, ei ⌟ β〉
= 〈α,−∇ei(ei ⌟ β)〉+ d(. . . )

= 〈α,−ei ⌟∇eiβ〉+ d(. . . ),

so in local coordinates the codifferential is given by

δ = −ei ⌟∇ei .

Definition 6.3. The Laplacian is the operator ∆ : Ωk(M) → Ωk(M) defined by

∆ := dδ + δd.

A form ω ∈ Ωk(M) satisfying ∆ω = 0 is called harmonic. Note that the Laplacian is clearly

self-adjoint, 〈∆α,β〉 = 〈α,∆β〉.

Let us now consider a Hermitian manifold (M2m, J, h). We can consider the Hodge star as acting
on complex-valued forms Ωp,q(M) by extending it to be C-linear. The Hodge star operator then
maps (p, q) forms to (m− q,m− p) forms1. This can be seen by assuming the contrary, wedging the
Hodge star of a (p, q) form with test forms of carefully chosen type, and using the orthonormality
of local normal frames.

Recall that on complex manifolds we have the decomposition

d = ∂ + ∂̄.

1Many authors define the extension of the Hodge star to complex forms to be C-antilinear. In that case it maps

(p, q) forms to (m− p,m− q) forms.
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Corresponding to this decomposition we have the Dolbeault splitting of the codifferential,

δ = ∂∗ + ∂̄∗,

where
∂∗ : Ωp,q(M) → Ωp−1,q(M), ∂∗ := − ∗ ∂̄∗,

and
∂̄∗ : Ωp,q(M) → Ωp,q−1(M), ∂̄∗ := − ∗ ∂ ∗ .

Note that ∂∗ and ∂̄∗ are formal adjoints of ∂ and ∂̄ with respect to the Hermitian product H on
complex forms given by

H(ω, τ) = 〈ω, τ〉.

Definition 6.4. The ∂-Laplace and the ∂̄-Laplace operators are defined to be

∆∂ := ∂∂∗ + ∂∗∂ and ∆∂̄ := ∂̄∂̄∗ + ∂̄∗∂̄.

While on general Hermitian manifolds these operators are genuinely different, another remarkable
feature of Kähler manifolds is that on them all three Laplacians are essentially the same.

Theorem 6.5. On any Kähler manifold one has

∆∂ =
1

2
∆ = ∆∂̄ .

Proof. The proof is an exercise in computing commutation relations between the operators ∂, ∂̄,

∂∗, and ∂̄∗ and can be found in §14 of Moroianu, [13], or in §5 of Ballmann, [2]. In particular,

analogously to Proposition 3.18, one finds

∂∂̄∗ + ∂̄∗∂ = 0,

∂̄∂∗ + ∂∗∂̄ = 0.
(11)

6.2 Twisted Differentials

Definition 6.6. The twisted differential on M is the operator dc : Ωk(M) → Ωk+1(M) defined by

dc = i(∂̄ − ∂).

Definition 6.7. The formal adjoint of the twisted differential is given by δc : Ωk+1(M) → Ωk(M),

δc := − ∗ dc∗ = i(∂∗ − ∂̄∗).

Now it is easy to check that the identification of TM with T ∗M , extended by C-linearity, sends
vectors of type (1, 0) to forms of type (0, 1), and vice versa, so in a local orthonormal frame parallel
at a point we immediately get the local expressions

∂ =
1

2
(ej + iJej) ∧∇ej and ∂̄ =

1

2
(ej − iJej) ∧∇ej .

Subtracting these we get an expression for the twisted differential,

dc := Jei ∧∇ei ,

and calculations similar to the ones we did above for d and δ show

δc = −Jei ⌟∇ei .

22



Grigalius Taujanskas 7 COHOMOLOGY

Proposition 6.8. On every Kähler manifold there hold the commutation relations

0 = ddc + dcd = dδc + δcd = δδc + δcδ = δdc + dcδ.

Proof. The identities ddc + dcd = 0 and δδc + δcδ = 0 are a consequence of Proposition 3.18, while

the other two are a consequence of (11).

7 Cohomology

7.1 Hodge Theory

There are several different ways to define the cohomology of topological spaces, singular, Alexander–
Spanier and Čech being a few. If the topological space is sufficiently nice, e.g. a smooth manifold,
all the corresponding cohomology groups are isomorphic; see Bott and Tu [3], or Warner [14].

Let (Mn, g) be a smooth oriented compact Riemannian manifold. Denote by Ωk
C(M) := Γ(ΛkM⊗

C) the space of smooth C-valued k-forms. As the exterior derivative satisfies d2 = 0, it makes sense
to define the cohomology groups of the complex

0 ........................................................................................ ............ Ω0
C(M) ........................................................................................ ............

d
Ω1

C(M) ........................................................................................ ............
d . . . ........................................................................................ ............

d
Ωn

C(M) ........................................................................................ ............ 0

as follows.

Definition 7.1. The k-th de Rham cohomology group is the quotient of the vector space of closed

k-forms on M by the vector space of exact k-forms on M ,

Hk
dR(M,C) :=

ker
󰀃
d : Ωk

C(M) → Ωk+1
C (M)

󰀄

im
󰀃
d : Ωk−1

C (M) → Ωk
C(M)

󰀄 .

Definition 7.2. We denote by Hk(M,C) the space of complex harmonic k-forms on M ,

Hk(M,C) := {α ∈ Ωk
C(M) : ∆α = 0}.

Lemma 7.3. A form is harmonic if and only if it is closed and coclosed.

Proof. One direction is clear. Conversely, suppose that α is harmonic. Since M is compact, the

operators d and δ are formally adjoint with respect to the Hermitian structure H(α,β) := 〈α, β̄〉.
Thus

0 =

󰁝

M

H(∆α,α) dv =

󰁝

M

H(dδα+ δdα,α) dv =

󰁝

M

|δα|2 + |dα|2 dv,

showing that dα = 0 = δα.

Theorem 7.4 (Hodge Decomposition Theorem). The space of k-forms Ωk
C(M) decomposes as

Ωk
C(M) = Hk(M,C)⊕ δΩk+1

C (M)⊕ dΩk−1
C (M).

Proof. The orthogonality with respect to H of the three summands may be quickly checked using

Lemma 7.3, but the difficulty lies in proving that these three summands span the whole space. The

full proof may be found in Griffiths and Harris [6], pp. 84–100.
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Theorem 7.5 (Hodge’s Theorem). Every de Rham cohomology class on M contains a unique

harmonic representative, and Hk(M,C) ∼= Hk
dR(M,C).

Proof. This is a routine application of Theorem 7.4.

Definition 7.6. The complex dimension of Hk
dR(M,C),

bk(M) := dimC(H
k
dR(M,C)),

is called the k-th Betti number of M . The Betti numbers are topological invariants.

Theorem 7.7 (Poincaré Duality). The vector spaces Hk(M,C) and Hn−k(M,C) are isomorphic.

In particular, bk(M) = bn−k(M) for every compact n-dimensional manifold M .

Proof. The isomorphism is simply given by the Hodge star operator, which maps harmonic k-forms

to harmonic (n− k)-forms. Indeed, if η ∈ Hk(M,C), then dη = 0 = δη by Lemma 7.3, and so

d ∗ η = ± ∗ ∗d ∗ η = ∓ ∗ δη = 0,

and

δ ∗ η = ± ∗ ∗δ ∗ η = ∓ ∗ dη = 0.

There is an interesting application of the Hodge Decomposition Theorem to Kähler manifolds
which is of particular importance to the study of symmetries on Kähler manifolds. Let (M,J, h) be
a Kähler manifold.

Lemma 7.8. A real vector field X on a complex manifold (M,J) is real holomorphic if and only if

LXJ = 0.

Proof. First notice that a complex vector field Z is of type (0, 1) if and only if ∂Zf = 0 for every

locally defined holomorphic function f . Suppose that X is real holomorphic, and let Y be an

arbitrary vector field and f a local holomorphic function. As ∂X+iJXf = 0, we have ∂X−iJXf =

2∂Xf , so that ∂Xf is holomorphic. Thus ∂Y+iJY ∂Xf = 0, and ∂Y+iJY f = 0, which in particular

implies that ∂[Y+iJY,X]f = 0. As f was an arbitrary holomorphic function, this shows that [Y +

iJY,X] is of type (0, 1), that is [JY,X] = J [Y,X]. Hence

(LXJ)Y = LX(JY )− J(LXY ) = [X, JY ]− J [X,Y ] = 0

for all vector fields Y , implying that LXJ = 0.

Conversely, suppose LXJ = 0. Now we want to show that ∂X−iJXf = 2∂Xf is holomorphic for

every locally defined holomorphic function f . As before, LXJ = 0 is equivalent to J [Y,X] = [JY,X]

for every vector field Y . By Proposition 3.15, it is enough to show that ∂Z∂Xf = 0 for every vector

field Z of type (0, 1) and every locally defined holomorphic function f . Let Z = W + iJW for some

real vector field W . Then

∂Z∂Xf = ∂W+iJW∂Xf = LWLXf + iLJWLXf

= LWLX + i
󰀃
LXLJW + L[JW,X]f

󰀄

= LXLW f + L[W,X]f + LXLiJW f + LiJ[W,X]f

= LXLW+iJW f + L[W,X]+iJ[W,X]f = 0,

as both W + iJW and [W,X] + iJ [W,X] are of type (0, 1).
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Lemma 7.9. The Kähler form ω of M is harmonic.

Proof. The closedness of ω is immediate from M being Kähler, so the statement amounts to showing

that δω = 0. By Theorem 5.8, J is parallel with respect to the Levi–Civita (equivalently, Chern)

connection, ∇J = 0, and since ∇ preserves the metric h, it follows that ω is parallel with respect

to ∇. Now since the Hodge star is defined in terms of the metric, ∇ω = 0 implies that ∇ ∗ ω = 0.

This, of course, means that d ∗ω = 0, since dα is the antisymmetrization of ∇α. Thus δω = 0, after

applying the Hodge star.

Proposition 7.10. Every Killing vector field on a compact Kähler manifold (M,J, h) is real holo-

morphic.

Proof. Let K be a Killing vector field, LKh = 0. By the Cartan formula (Theorem A.4), the Lie

derivative of the Kähler form ω of M is

LKω = d(K ⌟ ω) +K ⌟ dω = d(K ⌟ ω),

showing that LKω is exact. Since, by definition, the flow of K is isometric, it commutes with the

Hodge star operator; thus LK ◦ ∗ = ∗ ◦ LK . Since the Lie derivative commutes with the exterior

derivative, we also see that LK ◦ δ = δ ◦ LK , whence

δ(LKω) = L(δω) = 0,

because ω is coclosed by the above lemma. Thus LKω is coclosed and exact, meaning it is harmonic

and exact, so it has to vanish by Theorem 7.4. We have shown that the flow of K preserves the

Kähler form ω, which means that LKJ = 0, showing that K is real holomorphic by Lemma 7.8.

7.2 Dolbeault Theory

Let (M2m, J, h) be a compact Hermitian manifold. Analogously to the exterior derivative acting on
spaces of k-forms, we may consider the Dolbeault operator ∂̄ acting on the spaces of (p, q)-forms,
Ωp,q(M) → Ωp,q+1(M).

Definition 7.11. We define the Dolbeault cohomology groups by

Hp,q(M) :=
ker

󰀃
∂̄ : Ωp,q(M) → Ωp,q+1(M)

󰀄

im
󰀃
∂̄ : Ωp,q−1(M) → Ωp,q(M)

󰀄 .

In contrast to the de Rham cohomology, the Dolbeault cohomology is no longer a topological invari-
ant of the manifold, since it strongly depends on the complex structure J .

Analogously to harmonic k-forms, we define the following.

Definition 7.12. The space of ∂̄-harmonic (p, q)-forms on M is defined to be

Hp,q(M) := {α ∈ Ωp,q(M) : ∆∂̄α = 0}.

In exactly the same fashion as in the previous subsection, we may prove (by referring, as before,
to Griffiths [6], pp. 84–100) the following lemma and theorem.

Lemma 7.13. A (p, q)-form α ∈ Ωp,q(M) is ∂̄-harmonic if and only if ∂̄α = 0 and ∂̄∗α = 0.
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Theorem 7.14 (Dolbeault Decomposition Theorem). The space of (p, q)-forms decomposes as

Ωp,q(M) = Hp,q(M)⊕ ∂̄∗Ωp,q+1(M)⊕ ∂̄Ωp,q−1(M).

Thus we can write any (p, q)-form as α = ∂̄ = ∂̄α1 + ∂̄∗α2 + αh, where α1 ∈ Ωp,q−1(M), α2 ∈
Ωp,q+1(M), and αh ∈ Hp,q(M). Applying ∂̄ to both sides and integrating, we see that if ∂̄α = 0,
then 󰁝

M

〈∂̄α,α2〉 dv =

󰁝

M

〈∂̄∂̄∗α2,α2〉 dv =

󰁝

M

|∂̄∗α2|2 dv,

showing that ∂̄∗α2 = 0 if and only if ∂̄α = 0. Setting q = 0, we then have the following.

Proposition 7.15. A (p, 0)-form on a compact Hermitian manifold is holomorphic if and only if it

is ∂̄-harmonic.

Corollary 7.16. Every Dolbeault cohomology class on M contains a unique ∂̄-harmonic represen-

tative, and Hp,q(M) ∼= Hp,q(M)

Definition 7.17. We define the Hodge number hp,q to be the complex dimension of Hp,q(M),

hp,q(M,J) = dimC(H
p,q(M)).

It should be noted that they are associated to the given complex structure J on M , and are not

topological invariants of M .

Theorem 7.18 (Serre Duality). The vector spaces Hp,q(M) and Hm−p,m−q(M) are isomorphic. In

particular, hp,q = hm−p,m−q for every compact Hermitian manifold (M2m, J, h).

Proof. By analogy with Poincaré duality, we expect that the isomorphism should be given by the

Hodge star operator. Recall that our extension of the Hodge star operator to complex-valued forms

maps (p, q)-forms to (m − q,m − p)-forms. Consider the composition of the Hodge star operator

with complex conjugation, ∗̄ : Ωp,q(M) → Ωm−p,m−q(M), ∗̄α := ∗ᾱ. We calculate

∗̄∆∂̄α = ∗(∂̄∂̄∗ + ∂̄∗∂̄)α

= ∗(∂∂∗ + ∂∗∂)ᾱ

= − ∗ (∂ ∗ ∂̄ ∗+ ∗ ∂̄ ∗ ∂)ᾱ
= ∂̄∗∂̄(∗̄α)− ∗2∂̄ ∗ ∂ᾱ
= ∂̄∗∂̄(∗̄α)− ∂̄ ∗ ∂ ∗2 ᾱ

= ∂̄∗∂̄(∗̄α) + ∂̄∂̄∗(∗̄α) = ∆∂̄(∗̄α),

which shows that ∗̄ is a C-antilinear isomorphism from Hp,q(M) to Hm−p,m−q(M).

7.3 Global Results on Compact Kähler Manifolds

If (M2m, J, h) is a compact Kähler manifold, more can be said about the Hodge and Betti numbers
by virtue of Theorem 6.5. Firstly, the fact that ∆ = 2∆∂̄ shows that Hp,q(M) ⊂ Hp+q(M).
Secondly, since ∆∂̄ leaves the spaces Ωp,q(M) invariant, so does ∆, showing that the components of
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a harmonic form in its decomposition by type (4) are all ∂̄-harmonic. Thus the space of harmonic
k-forms decomposes as

Hk(M) =
󰁐

p+q=k

Hp,q(M).

Furthermore, ∆ = 2∆∂̄ shows that ∆∂̄ is a real operator on Kähler manifolds, so it commutes
with complex conjugation2. Thus on Kähler manifolds complex conjugation defines an isomorphism
between Hp,q(M) and Hq,p(M).

Now consider the Kähler form ω ∈ Ω1,1(M) of M2m. Since ωm is a non-zero multiple of the
volume form, we deduce that all exterior powers ωp ∈ Ωp,q(M) are non-zero. Moreover, they are all
harmonic by Lemma 7.9. In summary, we have the following.

Proposition 7.19. On any compact Kähler manifold (M2m, J, h) the Hodge and Betti numbers are

related by

bk(M) =
󰁛

p+q=k

hp,q(M,J), hp,q(M,J) = hq,p(M,J), and hp,p(M,J) 󰃍 1 ∀ 0 󰃑 p 󰃑 m.

In particular, all Betti numbers of odd order are even, and all Betti numbers of even order are

non-zero.

Furthermore, on compact Kähler manifolds a global analogue of Proposition 3.21 holds.

Proposition 7.20 (The Global ∂∂̄-Lemma). Let ϕ be an exact real (1, 1)-form on a a compact

Kähler manifold M . Then ϕ is globally i∂∂̄-exact, that is there exists a globally defined smooth real

function u satisfying ϕ = i∂∂̄u.

Proof. For the proof we again refer the reader to Griffiths and Harris, [6].

Due to the identity ddc = 2i∂∂̄, both the global and the local ∂∂̄-lemmas are sometimes referred to
as the ddc-lemmas.

Proposition 7.21. There can exist no global Kähler potential on a compact Kähler manifold

(M2m, J, h).

Proof. Assume the contrary. Then we may write the Kähler form ω of M globally as

ω = i∂∂̄u = d(i∂̄u) = dv

for some globally defined 1-form v. Then

Vol(M) =
1

m!

󰁝

M

ωm =
1

m!

󰁝

M

ω ∧ ωm−1

=
1

m!

󰁝

M

dv ∧ ωm−1 =
1

m!

󰁝

M

d(v ∧ ωm−1) = 0

by Stokes’ Theorem. This is absurd, since Vol(M) > 0.

2In general we only have ∆∂̄α = ∆∂ ᾱ.
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8 The First Chern Class

Characteristic classes are a way of associating a cohomology class to each principal bundle over a
topological space. They measure the extent to which the bundle is twisted; they are topological
invariants measuring the deviation of a local product structure from a global product structure.
Chern classes are the characteristic classes of complex vector bundles over smooth manifolds. For
our purposes it will suffice to understand the first Chern class, but it should be noted that the
theory of characteristic classes is very rich and has wide applications. A comprehensive account of
the theory of Chern classes can be found in §12 of Kobayashi and Nomizu, [12].

Let E → N be a complex vector bundle over a smooth manifold N . We take the following
complete characterisation of the first Chern class c1(E) of E as a definition.

Definition 8.1. The first Chern class of E, c1(E), is an element of H2(N,Z) satisfying the following

axioms.

1. (Naturality) For every smooth map f : M → N and complex vector bundle E over N one has

f∗(c1(E)) = c1(f
∗E). (12)

2. (Whitney sum formula) For all vector bundles E,F over M one has

c1(E ⊕ F ) = c1(E) + c1(F ), (13)

where E ⊕ F is the direct sum of the vector bundles E and F .

3. (Normalisation) The first Chern class of the tautological bundle L → CP1 of CP1 is equal to

−1,

c1(L) = −1 ∈ Z ≃ H2(CP1,Z). (14)

Comments. 1. The right-hand side of eq. (12) is the first Chern class of the pullback bundle f∗E

of π : E → N . Recall that the pullback bundle is defined by (f∗E)p = Ef(p) for all p ∈ M , or

more precisely

f∗E := {(u, p) ∈ E ×M : π(u) = f(p)} .

The left-hand side of eq. (12) is the pullback of c1(E) in cohomology. On smooth manifolds all

cohomology theories are isomorphic, so pullback in cohomology (at least over R or C) may be

understood in terms of differential forms and the de Rham cohomology. Recall that the smooth

map f : M → N induces a pullback on differential forms ω ∈ Ωk(N), f∗ : Ωk(N) → Ωk(M),

defined by

(f∗ω)p (X1, . . . , Xk) = ωf(p) (dfp(X1), . . . , dfp(Xk)) ,

where dfp : TpM → Tf(p)N is the differential of f at p ∈ M , so induces a pullback of

cohomology,

f∗ : H l
dR(N,R) → H l

dR(M,R).

2. A pedantic definition: the direct sum of two vector bundles E → M and F → M is the

pullback bundle ι∗(E × F ), where ι : M → M ×M is the diagonal inclusion p 󰀁→ (p, p), and

E × F the natural product bundle πE×F = (πE ,πF ) : E × F → M ×M . This is sometimes

called the Whitney sum.
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3. The tautological bundle of CP1 is the complex line bundle L → CP1 whose fibre L[z] over point

[z] ∈ CP1 is the complex line 〈z〉 in C2, 〈z〉 = {λz : λ ∈ R}.
It turns out that one is able to express the images in real cohomology of the first Chern class of

a complex vector bundle E → M using the curvature of an arbitrary connection ∇ on E. This is
known as the Chern–Weil theory.

Theorem 8.2. Let ∇ be any connection on a complex vector bundle E over M . The real cohomology

class

c1(∇) :=

󰀗
i

2π
Tr(R∇)

󰀘
(15)

is equal to the image of c1(E) in H2(M,R).

Proof. The proof consists of checking that c1(∇), defined by (15), satisfies the three hypotheses of

Definition 8.1. We do not reproduce it here, but refer the interested reader to pp. 113 – 116 of

Moroianu, [13].

Definition 8.3. Let (M,J) be an almost complex manifold. We define the first Chern class of M ,

denoted by c1(M), to be the first Chern class of the tangent bundle TM ,

c1(M) := c1(TM).

9 The Ricci Form Again

9.1 Kähler Metrics as Torsion-Free U(m)-structures

Let M be a 2m-dimensional smooth manifold. Recall that an almost complex structure J on M is
equivalent to a GL(m,C)-structure on M , as explained in Section 3.1. Furthermore, if M possesses
a Hermitian metric h, it has an O(2m)-structure. Now GL(m,C)∩O(2m) = U(m), so the pair (J, h)
defines a U(m)-structure.

Proposition 9.1. The U(m)-structure defined by an almost complex structure J together with a

Hermitian metric h on a manifold M is torsion-free if and only if the metric h is Kähler.

Proof. Since U(m) ⊂ O(2m), there exists at most one torsion-free connection on the U(m)-structure

by the uniqueness of the Levi–Civita connection. The Levi–Civita connection is compatible with

the U(m)-structure if and only if ∇LCJ = 0 (see the discussion in Section 2.2), which means that

M is Kähler by Theorem 5.8.

9.2 The Curvature of the Canonical Bundle

Let us now return to our main objects of study and let (M2m, J, h) be a Kähler manifold with Ricci
form ρ. We call

K := Λm,0M

the canonical bundle of M . Recall that the tangent bundle TM has the structure of a holomorphic
Hermitian vector bundle over M (Proposition 4.5), with multiplication by i corresponding to the
tensor J and the Hermitian structure given by H = h − iω. Recall also that by Proposition 5.10
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the Levi–Civita connection on M coincides with the Chern connection on TM . Since the curva-
ture operator R∇ of the Chern connection agrees with the curvature tensor R of the Levi–Civita
connection, we will not distinguish between them and write simply R∇ = R.

Now for any connection ∇ on a complex bundle E, we let ∇∗ be the induced connection on the
dual bundle E∗, defined by

(∇∗
Xσ∗)σ := ∂X(σ∗(σ))− σ∗(∇Xσ)

for all vector fields X and sections σ ∈ Γ(E), σ∗ ∈ Γ(E∗). Let ∇ be the Levi–Civita connection on
M (equivalently, the Chern connection on TM), and let R∇ be the curvature of ∇.

Lemma 9.2. The curvature of the dual connection ∇∗ is related to the curvature of ∇ by the formula

R∇∗
(X,Y ) = −

󰀃
R∇(X,Y )

󰀄∗
,

where A∗ ∈ End(E∗) denotes the adjoint of the operator A ∈ End(E), defined by A∗(σ∗)(σ) :=

σ∗(A(σ)).

Proof. The proof is a simple (though tedious) calculation:

R∇∗
(X,Y )(Z∗)σ = (∇∗

X∇∗
Y Z

∗ −∇∗
Y ∇∗

XZ∗ −∇∗
[X,Y ]Z

∗)σ

= ∂X(∂Y (Z
∗(σ))− Z∗(∇Y σ))− ∂Y (Z

∗(∇X(σ)))

− ∂Y (∂X(Z∗(σ))− Z∗(∇Xσ)) + Z∗(∇Y ∇Xσ)

+ ∂X(Z∗(∇Y σ))− Z∗(∇X∇Y σ)− ∂[X,Y ](Z
∗(σ)) + Z∗(∇[X,Y ]σ)

= −Z∗(∇[X,Y ] −∇Y ∇X −∇[X,Y ])σ

= −Z∗R∇(X,Y )σ

= −
󰀃
R∇(X,Y )

󰀄∗
(Z∗)σ.

Proposition 9.3. The curvature of the Chern connection on the canonical bundle is equal to iρ

acting by scalar multiplication.

Sketch Proof. Let r be the curvature of the Chern connection of K = Λm,0M and r∗ the curvature

of the Chern connection of K∗ = Λ0,mM . By Lemma 9.2, these are related by r = −r∗, since

a Hermitian structure H induces an isomorphism between the complex vector bundles Ē and E∗

(indeed, this is easy to see from the fact that H : E → E∗ is a C-antilinear isomorphism). The

Hermitian structure H on TM induces a Hermitian structure, which we also denote by H, on

Λm(TM), and the connection on Λm(TM) induced by the Chern connection on (TM,H) is clearly

the Chern connection of (Λm(TM), H). Since Λm(TM) is isomorphic to K∗, we find

r∗(X,Y ) = Tr(R∇(X,Y )) = Tr(R(X,Y )).

It is easily checked that on a Kähler manifold

Ric(X,Y ) =
1

2
Tr(R(X, JY ) ◦ J),
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so we obtain

iρ(X,Y ) = iRic(JX, Y )

=
i

2
TrR(R(X,Y ) ◦ J)

=
i

2
(2iTrC(R(X,Y ))

= −TrC(R(X,Y ))

= −r∗(X,Y ) = r(X,Y ),

where we used the fact that

TrR(AR ◦ J) = 2iTrC(A)

for every skew-Hermitian endomorphism A of Cm with corresponding real endomorphism AR of

R2m.

9.3 Ricci Flat Kähler Manifolds

Having proven Proposition 9.3, we thus can state the following.

Theorem 9.4. Suppose (M2m, J, h) is a simply connected Kähler manifold with canonical bundle

K and Ricci form ρ. The following are equivalent.

1. M is Ricci flat.

2. The Chern connection of the canonical bundle K is flat.

3. There exists a ∇-parallel complex volume form, that is a ∇-parallel smooth section of Λm,0M .

4. M possesses a torsion-free SU(m)-structure with induced Kähler structure (J, h).

Proof. As M is simply connected, the only non-obvious equivalence is between 1 and 2, which is

provided by Proposition 9.3. The pedantic reader may like to consult Joyce [10] for more information.

10 The Calabi Conjecture

Theorem 10.1 (Calabi, Aubin, Yau). Let (M2m, J, h) be a compact Kähler manifold with Kähler

form ω and Ricci form ρ. Then for every closed real (1, 1) form ρ1 in the cohomology class of

2πc1(M) there exists a unique Kähler metric h1 with Kähler form ω1 in the same cohomology class

as ω, whose Ricci form is exactly ρ1. In particular, if the first Chern class of a compact Kähler

manifold vanishes, then M carries a Ricci flat Kähler metric.

Discussion. The Calabi Conjecture was originally posed by Calabi in 1954, [4, 5], who also showed
that if h1 exists, it must be unique. It was eventually proved by Yau in 1976, [15, 16]. Before that,
Aubin had made significant progress towards a proof, [1]. A simplified version of the proof is given
by Joyce in [9] and [10].

The proof proceeds by rephrasing the statement of the conjecture in terms of a nonlinear second
order elliptic partial differential equation. In precise terms, it turns out that the following is a
reformulation of Theorem 10.1. For details the reader should consult §6 of Joyce, [10].
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Theorem 10.2 (Reformulation of the Calabi Conjecture). Let (M2m, J, h) be a compact Kähler

manifold with Kähler form ω. Let f be a smooth real function on M and define A > 0 by

A

󰁝

M

ef dvh = Volh(M).

Then there exists a unique real function ϕ such that

(i) ω + ddcϕ is a positive (1, 1) form,

(ii)
󰁕
M

ϕ dvh = 0, and

(iii) (ω + ddcϕ)m = Aefωm on M .

In local coordinates condition (iii) takes on the form of the equation

det

󰀕
hαβ̄ +

∂2ϕ

∂zα∂z̄β

󰀖
= Aef det(hαβ̄), (16)

and the crux of the Calabi Conjecture then becomes proving the existence of a smooth solution to
equation (16). It is a severely nonlinear second order elliptic PDE of a type known as a Monge–
Ampére equation. The proof proceeds by a continuity method. One considers the equation

det

󰀕
hαβ̄ +

∂2ϕt

∂zα∂z̄β

󰀖
=

󰀃
(1− t) + tAef

󰀄
det

󰀃
hαβ̄

󰀄
(17)

for t ∈ [0, 1] with the associated set S = {t ∈ [0, 1] : a solution ϕt to (17) exists}. If one can show
that S is non-empty, open, and closed, then t = 1 ∈ S, and one has existence of a solution to (16).
Clearly t = 0 ∈ S, whilst openness also turns out to be straightforward, and was proven by Calabi
in [4, 5]. The hard part turns out to be showing that S is closed, which amounts to showing that S
contains its limit points, or that if ti → t for a sequence {ϕti} of solutions to (17), then ϕti → ϕt.
This amounts to finding uniform a priori estimates for the solution, and was done by Yau in [16].
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A Exterior Derivative and Lie Derivative

Let M be a smooth manifold of dimension n. The following theorem may be taken as the definition
of the exterior derivative d on M . The proof may be found in §3 of Moroianu, [13].

Theorem A.1. There exists a unique R-linear endomorphism d on smooth exterior forms on M ,

called the exterior derivative, satisfying the following axioms.

1. d : Ωp(M) → Ωp+1(M) for all 0 󰃑 p 󰃑 n,

2. df(X) = ∂X(f) for all functions f ∈ Γ(M) and all vector fields X ∈ Γ(TM),

3. For all α ∈ Ωp(M), β ∈ Ωq(M) there holds the Leibniz rule

d(α ∧ β) = dα ∧ β + (−1)pα ∧ dβ,

4. d2 = 0,

5. For all smooth maps of manifolds ϕ : M → N the exterior derivative commutes with the

pullback,

d(ϕ∗α) = ϕ∗(dα)

for every smooth form α.

A related concept, and another way to differentiate tensors on a manifold, is the Lie derivative.

Definition A.2. Let X be a vector field on M and let ϕt be the local flow of X. The Lie derivative

of a tensor field K along X is

LXK := lim
t→0

K − (ϕt)∗(K)

t
.

Theorem A.3. Let X be a vector field on M . The Lie derivative LX satisfies the following prop-

erties.

1. LX(K ⊗ T ) = (LXK)⊗ T +K ⊗ (LXT ) for all tensor fields K and T ,

2. LX commutes with contractions, for example LX(Tr(η⊗X)) = Tr(LX(η⊗X)) for all 1-forms

η and vector fields X,

3. LXf = ∂Xf for all smooth functions f on M ,

4. LXY = [X,Y ] for all vector fields Y ∈ Γ(TM), and

5. If ϕ : M → N is a diffeomorphism, then ϕ∗(LXK) = Lϕ∗(X)ϕ∗(K).

6. The Lie derivative commutes with the exterior derivative, [LX , d] = 0.

Proof. The proof may be found in §2 of Moroianu, [13].

Theorem A.4 (Cartan’s Formula). For every vector field X and every exterior form α on M one

has

LXα = d(X ⌟ α) +X ⌟ dα.
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Proof. The proof can be found in §3 of Moroianu, [13].

Proposition A.5. Let us now suppose that M possesses a Riemannian metric g and let ∇ denote

the Levi–Civita connection of g. Let {e1, . . . , en} be a local orthonormal frame parallel with respect

to ∇ at some point p ∈ M . The exterior derivative is locally given by

d = ei ∧∇ei .

Lemma A.6. For every 1-form α ∈ Ω1(M) we have

dα(X,Y ) = ∂X(α(Y ))− ∂Y (α(X))− α([X,Y ])

for all vector fields X,Y ∈ Γ(TM).

Proof. By Cartan’s Formula,

dα(X,Y ) = (X ⌟ dα)(Y ) = (LXα)(Y )− d(X ⌟ α)(Y )

= LX(α(Y ))− α(LXY )− d(α(X))(Y )

= ∂X(α(Y ))− ∂Y (α(X))− α([X,Y ]).

Sketch proof of Proposition A.5. The claim is trivial to check for d acting on functions, d : Γ(M) →
Ω1(M). Consider now d : Ω1(M) → Ω2(M). Since ∇ is torsion-free, ∇XY −∇Y X = [X,Y ], so by

the above lemma we have

dα(X,Y ) = (∇Xα)(Y )− (∇Y α)(X)− α(∇XY ) + α(∇Y X)

= (∇Xα)(Y )− (∇Y α)(X)

= (ei ∧∇eiα)(X,Y ).

More generally, an inductive argument along the same lines shows that for α ∈ Ωp(M) one has

dα(X0, . . . , Xp) =

p󰁛

k=0

(−1)k(∇Xk
α)(X0, . . . , X̂k, . . . , Xp),

where X̂k indicates that the k-th argument has been omitted, thus showing the result.

B The Hodge Star

Let (Mn, g) be an oriented Riemannian manifold with volume form dv. Let {e1, . . . , en} be a local
orthonormal frame on M which is parallel at a point. As usual, we use the metric g to identify
vectors and 1-forms so that, for example, we may write dv = dvg = e1 ∧ · · · ∧ en. Furthermore, we
naturally identify ΛkM with a subset of (T ∗M)⊗k by writing

e1 ∧ · · · ∧ ek =
1

k!

󰁛

σ∈Sk

ε(σ)eσ1
⊗ · · ·⊗ eσk

.
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Contraction by the metric then induces a scalar product on ΛkM , denoted 〈·, ·〉, which is given by

〈ω, τ〉 := g(ω, τ).

We then define the Hodge star operator ∗ : ΛkM → Λn−kM by

ω ∧ ∗τ := 〈ω, τ〉 dv (18)

for all ω, τ ∈ ΛkM . It is easy to check that on ΛkM

∗2 = (−1)k(n−k),

∗1 = dv, ∗dv = 1,

and
〈∗ω, ∗τ〉 = 〈ω, τ〉.

C The Riemann Curvature Tensor

Let (M, g) be a Riemannian manifold of dimension n. We briefly recall results about the Levi–Civita
connection and the Riemann curvature tensor below.

Theorem C.1 (Fundamental Theorem of Riemannian Geometry). On any (pseudo-)Riemannian

manifold there exists a unique torsion-free linear connection ∇, called the Levi–Civita connection,

which preserves the metric g.

Theorem C.2. Around every point p on M there exists a local orthonormal frame {e1, . . . en}
parallel at p with respect to ∇, meaning that ∇eiej = 0 for all i, j.

Definition C.3. The tensor Ra
bcd defined by

R(X,Y )Z := ∇X∇Y Z −∇Y ∇XZ −∇[X,Y ]Z

for all vector fields X,Y, Z, is called the Riemann curvature tensor.

Proposition C.4. The metric g allows one to identify the tensor Ra
bcd with a fully covariant tensor

Rabcd, which then possesses the following symmetries.

1. Rabcd = −Rabdc,

2. Rabcd = Rcdab,

3. Ra[bcd] = 0 (first Bianchi identity),

4. Rab[cd;e] = 0 (second Bianchi identity).

Definition C.5. The Ricci tensor is the trace of the Riemann curvature tensor defined by

Rab = Rc
acb.

Definition C.6. The scalar curvature is the trace of the Ricci curvature tensor,

S = gabRab.
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D The Curvature Operator of a Connection

Let M be a smooth manifold of dimension n and let E → M be a real or complex vector bundle
over M .

Definition D.1. A connection on E is a C-linear differential operator ∇ : Γ(E) → Ω1(E) satisfying

the Leibniz rule

∇(fσ) = df ⊗ σ + f∇σ

for all f ∈ C∞(M) and all σ ∈ Γ(E), where Ω1(E) denotes the space of smooth sections of Λ1M⊗E,

that is the space of E-valued 1-forms.

We extend this definition to act on Ωp(E) = Γ(Λp(M)⊗ E) by C-linearity and the formula

∇(ω ⊗ σ) = dω ⊗ σ + (−1)pω ∧∇σ

for all ω ∈ Ωp(M) and all σ ∈ Γ(E).

Definition D.2. The curvature operator of ∇ is the End(E)-valued 2-form R∇ : Γ(E) → Ω2(E)

defined by

R∇(σ) := ∇(∇σ)

for all σ ∈ Γ(E).

It is an easy application of the Leibniz rule for ∇ to check that R∇ is linear over C∞(M), so is a
tensor. One can also characterise R∇ more explicitly as follows. Let {σ1, . . . ,σk} be local sections of
E which form a basis of each fibre of E over some open set U ⊂ M . We define the local connection
forms ωij ∈ Ω1(U) (relative to this basis) by

∇σi = ωij ⊗ σj ,

and the local curvature 2-forms R∇
ij by

R∇(σi) = R∇
ij ⊗ σj .

A calculation then shows that

R∇
ij ⊗ σj = R∇(σi) = ∇(ωij ⊗ σj) = (dωij)⊗ σj − ωik ∧ ωkj ⊗ σj ,

that is
R∇

ij = dωij − ωik ∧ ωkj . (19)
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