Appendix A

Some background results

A.1 Linear algebra

A.1.1 Vectors and co-vectors

Suppose we have a vector v € V, belonging to an n—dimensional real® vector space and
let B := {e;}i—1,.n be a basis for V. We can write

n
i
v = g v'e;,
i=1

where v* € R are the uniquely determined components with respect to the basis B.
The dual space V* is the n—dimensional real vector space of linear maps w : V— R.
Such maps are sometimes called one-forms or covectors. We can define the dual basis
B* = {ei}i:17,,,n uniquely by the requirement

ei(ej) zéij, i,j=1,...,n,
where
A 1, i=j
i ) ;
o {0, i+,

is the Kronecker delta. For any w € V* we can write

n

i

w= E w;e’,
i=1

Yor simplicity. Similar constructions exist over other fields.

84
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so that

A.1.2 Tensors
The tensor product

Suppose V, W are real vector spaces of dimensions n, m respectively. From them, we can
form a new vector space: the tensor product, denoted V ® W. The space V ® W consists
of formal sums of the form

V1 QWi + ...+ Vg Q wy,

with v, € V, w, € W for p=1,...,k. The tensor product ® is bilinear, obeying:

v® (wi + Awz) = v @w; + A (v®ws),
(V1 + A\v2) QW =v2 @ W + A (v2 @ w3).

If {ei}i=1,..n and {fa}a=1,..m are bases for V, W respectively, then we have a natural
basis:

{ei ® fa}i:l,...,n; a=1,...m
for Ve W.

The space T7,(V)

From a real n—dimensional vector space V', we can naturally form a (p+ ¢)n—dimensional
vector space TP, (V') by taking the tensor product of p copies of V' and ¢ copies of V*:
°,(V) =V - VeV e ---V*.

~
p copies q copies

An element of T%,(V) is called a (p,q)—tensor, or a tensor of rank (p,q). A basis
B :={ep}i=1,.n induces a basis on T?,(V):

qu:{eil®"‘®€ip®6j1®"‘®6jq}

ik:jlzlvnan'
With respect to this basis, we can write any (p, ¢)—tensor T' € T?,(V) in terms of its
components:
n . . . .
T = Z T“---ijlqueil R ---®ej,® ell®.---®ell,
ilv"'vipvjl:"'qu:l
Often the distinction between a tensor and its components is elided, so one will speak of
‘the tensor T;;’.
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A.1.3 Change of basis

Suppose we have a basis B := {ei}i:17.."n and we wish to instead work with a new basis,

say B :={e}},_, . By virtue of the fact that B’ is a basis, we must be able to write

n
e, = Z e;Aj,', (Al)
j=1
for some real numbers AJ; with 7,5 = 1,...n. Equally, we can write
n ~
e, = Z erAF;, (A.2)
k=1

for some other real numbers A; with i,j = 1,...n. Substituting (A.1) into (A.2) we find
e;, = Z <Z ek/~\kj> Ajz' = Z ekKijji
j=1 \k=1

k,j=1

Since e; are linearly independent, we conclude that
n ~
D AN = 6"
j=1
A similar calculation inserting (A.2) into (A.1) shows that
n ~
> AN =6t
j=1

so that thinking of Aij and Kij as the components of a matrix, we have A~ = A. In
this way, we can identify the set of basis transformations with the group GL(n,R) of
invertible linear transformations (or equivalently matrices) on R™.

Suppose that v € V has components v* with respect to the basis B, and components
v'" with respect to the basis B’. We can relate these two sets of components by

n n
v = E eV = E e;Ajﬂ)Z = g e;v”.
i i=1

ij=1

Using the linear independence of B’, we deduce
V=3 A (A.3)
i=1

so that the components of v change by matrix multiplication on the left by A (thinking
of v* as a column vector).
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Now let’s look at how the dual bases transform. Associated to B and B’ are the dual
bases B* = {e'};,—1_ ., and B"* = {€/'},—1__, defined by
ei(e]-) zéij, e’i(e;.) zéij, ,j=1,...,n.

I claim that the dual bases are related by the relation:
. n . .
e = Z A'jel.
j=1

To show this, it is enough to check that e’ (e};) = ¢’;. We have:
. n . n ~
6/2(6;) = ZAZkek <Z elAlj) s
j=1 k=1

=Y AAjer(e),
k=1

=) AAR =6
k=1

We can invert the relationship between the bases using the fact that A is the matrix

inverse of A, to find:
n
e = E A e,
i=1

Suppose that w € V* has components w; with respect to the basis B*, and components
w'; with respect to the basis B’*. We can relate these two sets of components by

n n

. — L

w = E wie' = E wil'je’ = E wjej
i ij=1 i=1

Using the linear independence of B’*, we deduce
n ~ .
U.)/j == ZMAZ]’, (A4)
i=1

so that the components of v change by matrix multiplication on the right by A (thinking
of w; as a row vector).
Extending these arguments to the space T%,(V'), we deduce

Lemma A.1. Under the change of basis (A.1), the components of a tensor T' € TP, (V)
transform according to:

n
/%1 ...0 § : ky...k i ip. Al Al
T pjlqu = Tr pll...lqA 1k1 A PkpA 1j1 A qjq_
k1,.kp,l1,..lg=1



88 Appendix A Some background results

We say that an upstairs index is covariant and a downstairs index is contravariant,
reflecting the different transformation laws for the two types of index under a change of
basis B for V. For each space T%,(V'), the transformation law gives a representation of
the group GL(n,R).

Exercise A.1. a) Suppose that a tensor T € T (V) has components T%; = A\§’; with
respect to a given basis B. Show that T has the same components with respect to
any other basis. Deduce that the Kronecker delta is invariant under a change of
coordinates.

b) Suppose that v € V, with components v and w € V* with components wj. Show that
the numbers
T = v'wj,
transform as the components of a (1,1)—tensor. In this way we can build tensors of
higher rank from lower rank tensors.

¢) Suppose that T' € T%(V) has components 7;;. Show that the numbers

Tij = Ty,
transform as a (0, 2)—tensor. Deduce that
1
2
transform as the components of (0,2)—tensors. We call the tensors with components
T;;) and T};;; the symmetric and antisymmetric part of T" respectively.

1
Tiijy = 9 (Tij +Tyi), and Ty = 5 (T — Tji)

Contracting indices

Let’s suppose we have a tensor T' € T'5(V), so that its components can be written Tijk.
Let us consider the following set of numbers:

n
Sk = Z T]jk-
j=1
Now, let us see how S; transforms when we change our basis. We have

"o § : i NG AT
T jk = qu'rA pquA k>
P,gr=1,...n

so that

n n
Spi=> Tp= > TPuMN, AN,

Jj=1 Jpsq,r=1
n n
T T
= g quréqu = g TpprA ks
p,q,r=1 pr=1

= zn: S, A"}
r=1
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In other words, the set of numbers S}, transforms in the same way as the components of
a covector. This means that the map

n n
E lekei Rel Qe — E Tzijej,
i,5,k=1 1,5=1

is defined independently of the basis with respect to which we express the tensors. We
can calculate the sum over components in any basis that we like, and we will still have
the same covector as a result. This map is known as a contraction over indices. More
generally we have

Lemma A.2. Suppose T € T?,(V) has components T’Al"'ipjlqu with respect to some
basis B for V.. The numbers®

n
U1 eeeyiryennylp N — i1..0p S
T Jleesdssendq Z T Jl--qué Js»
ir,Js=1

transform in the same fashion as the components of a (p — 1,q — 1)—tensor. As a result,
this defines a natural map TP (V) — TP~1,_1 (V) which does not depend on the choice of
basis. This map is called ‘contraction of the r’th covariant and s’th contravariant indices’.

Summation convention

If we examine the various formulae that appear in this section, we will notice certain
patterns. In particular:

e Whenever an index appears exactly once on the left hand side of an equation, the
same index appears exactly once on the right hand side, and this index is not
summed over. These indices are called ‘free indices’.

e Whenever an index appears exactly twice, it occurs once in the upstairs position
and once in the downstairs position and is summed over from 1 to n. These indices
are called ‘dummy indices’.

e No index appears more than twice.

These features are the basis for a very powerful notation known as Einstein’s summation
convention. The basic idea is very simple: we follow the rules as stated above, and we
simply leave out any summation signs. Since the summations only appear when we see
a repeated index pair with one up and one down, we can always put them back in if
we want to. The great power of this convention is that so long as we stick to the rules,
the objects we form will always have predictable transformation rules under a change of

24, means omit this index
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basis®. For example, if T € T3;(V) and S € T(V), then
P = T]lejk = Z TjlejIm

jk=1

transform as the components of a covector.

A.1.4 Metric tensors

When looking at vectors on R™, a useful concept is that of the inner product (sometimes
called the dot product). If we take B to be the canonical basis for R™, then the inner
product of two vectors v, w € R" is

n
vVow = E v'w'.
i=1

It would be nice to write this using summation convention, however we have the problem
that both indices are upstairs, so we can’t simply drop the sum. To fix this, we introduce
a new (0,2)—tensor, g, called the metric tensor. We define g to have components with
respect to the canonical basis:

_J1 i =7,
Notice that under a change of basis g;; will change in general. This is in contrast to 52‘],
which is the same with respect to any basis. They are different tensors, even though in

this basis it looks like they have the same components: the position of indices matters!
Having defined g, we can write the inner product of two vectors as

v-w = giv'w’.

More generally, we will say that a metric tensor is a symmetric, non-degenerate,
(0,2)—tensor. A (0,2)—tensor is symmetric if g;; = gj; and non-degenerate if

gl-jviwj =0 for all w/ = o' =0.

This condition is equivalent to requiring the matrix with components g;; to be invertible.
We denote the components of the inverse of g;; by ¢g*/. These satisfy

97 gk = grjg’" = 0. (A.5)

Exercise A.2. Verify that if the numbers ¢ are the unique solution of (A.5) then they
indeed transform as the components of a (2,0)—tensor. This tensor is called the cometric.

3In this regard, summation convention is similar to Newspeak:

“In the end we shall make thoughtcrime literally impossible, because there will be no words
in which to express it.”

1984, George Orwell
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The metric tensor allows us to identify V' and V* as follows. An element v € V with
components v’ is identified with the element v” with components

v; 1= gijvY.

Similarly, an element w € V* with components w; is identified with the element w! € V
with components
w' = g% wj.

The notation f, b is inspired by musical notation and is designed to recall ‘raising’ and
‘lowering’ an index. The identification between V and V* induced by g is occasionally
called, somewhat whimsically, the musical isometry. This obviously extends to higher
rank tensors, and allows us to identify elements of TP,(V') with elements of T% (V) so
long as p+ q = p’ + ¢. By convention, when writing the components of two tensors
identified via g, we use the same core letter, relying on the raised and lowered indices to
indicate which space the tensor belongs to. When we have a metric tensor, we will often
speak of a rank k—tensor, without specifying the index structure.

A.1.5 The orthogonal groups
Given a metric tensor, g, we naturally have a bilinear form on V', defined by
g(v,w) = gijv'w’ = viw; = vw'.

By a Gram-Schmidt type of process, it is possible to construct a basis B = {e;}i=1,..n
such that for some r € {1,...,n + 1} we have

—1 1=17, jJ<r,
g(eiaej) = 0ij = 1 i = j7 .] > T, (A6)
0 i#j.
Exercise A.3. Adapt the Gram-Schmidt process to show that there always exists a basis
such that (A.6) holds.

We call such a basis, B, an orthonormal basis. With respect to an orthonormal basis,
the metric tensor g (thought of as a matrix) is diagonal, with entries +1. The number of
positive and negative signs is fixed, independent of which orthonormal basis we choose,
by Silvester’s law of inertia. The number of positive and negative signs is known as the
signature of the metric, and is usually written as (+, +, +) or (—, —, 4+, +), or alternatively
as (r, s), where r is the number of negative signs and s the number of positive. There are
two cases that are most often studied. If all entries are positive, we say the metric has
Riemannian signature, and in this case it defines a positive-definite inner product on V.
If we have one negative entry and the rest positive, or one positive and the rest negative,
we say the metric has Lorentzian signature. This is the case of interest for special and
general relativity.

Exercise A.4. Consider R? with its canonical basis. Find an orthonormal basis for the
metric whose components are given by

912 = g21 = g33 = 1, all other components 0.
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and write down the signature of the metric.

Having established that every metric admits at least one orthonormal basis, a natural
question arises concerning other orthonormal bases. Suppose we have a basis B with
respect to which g has components given by (A.6). Let B’ be a new basis which is also
orthonormal, and suppose Aij is the matrix corresponding to this change of basis. Then
by the transformation law for components of 7% (V'), we have that

gy = NN g,

so that if g;; = gij, we deduce:
9ij = Kki/ngkz- (A7)

Exercise(x). Show that (A.7) holds if and only if:
o ARAL
gij = NN jgr, (A.8)

If A%; satisfies either (A.7) or (A.8), we say that the corresponding transformation
is orthogonal. Orthogonal transformations form a group, which can be identified with
a subgroup of GL(n,R). We denote this group by O(r,s), where (r, s) is the signature
of the metric tensor g. In the case that r = 0, we have O(0,n) = O(n), the standard
orthogonal group. To see this, we note that

E Al T
A% N o = (A A)ij.
The group at the heart of Special Relativity is O(1, 3), which is sufficiently important
that it has its own name, the Lorentz group.

A.2 Review of differentiation in R"

We will review some material about differentiation, and fix some notation that will
(hopefully) be familiar if you attended the Manifolds course.

Suppose U is an open subset of R™ and suppose we have a function f € C1(U). This
implies that at each point in @ there exists a linear map df|, : R” — R such that if
V € R" is any vector, and s is sufficiently small, we have

fx+sV)=f(x)+s df|, V + ofs).

The linear map df|,, is called the differential of f at x. Geometrically, we should think
of the vector V' in this formula as having its base at &. We call the space of such vectors
T,U, which is isomorphic, as a vector space, with R3. Since df| o 1s a linear map from
T,U to R, it belongs to the dual space of T,U, which we denote T;U. Given any vector
V € T, U, we can define the directional derivative of f along V' at x to be:

f@+sV)— f(@)

S

Vifl(®) = df|, V = lim
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A.2.1 Working in coordinates

Now, suppose {e;}i=1,.., is a basis for R”, and let {el }i=1,...n be the dual basis for (R")*,
defined by 4 '
lef) = 0.

We define the functions

for i =1,...,n. It follows* that we can write:
x=z'e;. (A.9)

For any vector V € T;U, we have

In other words, we have dz® = €.

Now consider a function f which is continuously differentiable in a neighbourhood of
x € U, and let us look at V[f](x), the directional derivative of f along V. We can write
V = V'ie;, so that

Vifl(x) = dfl, (Viei) = V' df|, (e:) = V'eil f](). (A.10)

In other words, to calculate the directional derivative along an arbitrary direction, it is
enough to know the three directional derivatives e;[f](x). These directional derivatives
are useful enough that we give them a special symbol. We write

0
ozt

d
fl@) = elf)(@) = 5 fw+ se)
& s=0
This of course agrees with our usual notion of partial derivative. We can go further
though, and declare that the object 8?& is itself a vector, which we can identify with e;
i.e. we have:

We will often find it useful to write as shorthand:
0
ori %

Of course, we have:

d%l(aj) = (51]
Returning to (A.10), we write

of
ozt

dz'| (V)

T

VIfl(z) = V'eilfl(z) = '(V)ei[f](x) =

4Check this. You may need to refer to §A.1
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so that we can write
of

= 2L dgt
&le

df |

Because we have respected the Einstein summation convention, the right hand side of
this formula is independent of the choice of basis that we originally made (as, of course it
must be).

Exercise A.5. a) Suppose that we consider a new basis {e}} for R3. Show that the set
of numbers
of

oxt’

transform in the same way as the components of a co-vector.

b) Fix & € U and suppose that V., W € T, U are two vectors such that for any f € C*(U)
we have

Show that V = W.

A.3 Differential geometry

We will briefly review the basic definitions of a manifold, the tangent bundle and higher
rank tensor bundles.

A.3.1 Manifolds

Definition 21. A C*-atlas of a second countable, Hausdorff, topological space M is a
collection of charts {(Un, po)} which satisfy:

i) Each U, C M is an open subset of M, and the U, cover M.

ii) ¢q is a homeomorphism from U, onto an open subset of R"™.

iii) If U, NUs # 0, then

Pap =030 0o 0o Ua NUG) = 05 (Us NU)

is a C*—diffeomorphism between subsets of R™, that is to say that gogé exists and

both ¢,3 and (p;é are C*-functions on their respective domains. The functions ¢,z
are called transition functions.

We say that two C*-atlases {(Us, ¢o)} and {(Va,¥a)} for M are compatible if their

union is again a C*-atlas. Clearly compatibility defines an equivalence relation.

Definition 22. A C*-manifold is a second countable, Hausdorff, topological space M,
equipped with an equivalence class of C*-atlases. The dimension of the manifold is n,
where we understand the charts as mapping into R™.
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We can define in an exactly analogous way, a smooth (C™) or real analytic® (C%)
atlas (and hence manifold) by requiring that the transition functions be smooth or real
analytic diffeomorphisms between open subsets of R". We will always assume that k£ > 1,
which means that objects such as the tangent space are well defined.

Obviously if we have a C*-manifold, we can always extract from it a C* -manifold for
k' < k by picking a representative C*-atlas and considering it’s equivalence class among
C* -atlases. There is a pitfall for the unwary in that these two manifolds, although based
on the same topological space, are not the same. It is, however, common practice to leave
the regularity of the manifold unstated in many circumstances so one should be careful.

Example 14. Let U C R” be an open set with the subset topology. This is certainly a
second countable, Hausdorff, topological space. We can equip U with a trivial C*-atlas,
given by {(U,id)}. Thus U, with the equivalence class of atlases defined by the trivial
atlas, is a real analytic manifold.

Example 15. We define S* to be the second countable, Hausdorff’, topological space
R/~,, where
Ty = dn€Zst. x=y+ 2mn.

We can define an atlas as follows. Let 0 < o < 2m. We set Uy, = S1 \ [a]~,, and define

Do - U, — (0,27)
[z]~, — 00—«

where 6 is the unique real number satisfying f~.x and o < 6 < «a + 27w. Suppose
0 < a<a <2r. We have that

Yo Ua NUg) = (0,27) \ {a' — a}
g Ua NUp) = (0,2m) \ {27 + a — '}
and

s+2r+a—ad 0<s<ad —a,
s—ao 4+« o —a<s<2m.

Pap(s) = {

This can be easily verified to be a real analytic diffeomorphism, so that &7 = {Ua, Pa }ac(o,27)
is a real analytic atlas for S'. Taking .7 to define an equivalence class of C*-atlases, we
can make S! into a real analytic manifold.

A.3.2 Mappings between manifolds, and their derivatives
Smooth functions

Suppose that we have two manifolds M, N, which are both at least C*-regular” and are
equipped with representative atlases {(Ua, ¥a)}, {(V3,%3)}. Consider a function:

fM—=N.

5A function f is real analytic if there is a neighbourhood of every point on which f can be expressed
as a convergent Taylor series.

Syou should check that this is true

"From now on, we’ll abuse notation and allow ‘k = 0o’ and ‘k = w’ in statements like this.
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We say that f is C*-smooth if for any a, 3, the function

Yao fopy' 1 Us — Vg

is C*, understood in the usual way for maps between subsets of R” and R™. We denote

by C*(M;N) the set of all C*-smooth maps from M to N.

Exercise(x). Show that this definition is independent of the choice of atlases. That is, if
we choose a different atlas {(U., ¢.,)} for M which is compatible with {(Uq, ¢a)}, our
definition of C*(M;N) agrees for both.

Exercise A.6. a) Show that the identity map on a C*-manifold, M, always belongs to
CH(M; M).

b) Show that if f,g € C*¥(M;R), we have fg € C*(M;R), where we define the product
pointwise fg(p) = f(p)g(p).

c¢) Suppose My, Mg, M3 are all at least C* regular, and that f € C*(My; Ms), g €
Ok(Mg;M;J,). Show that go f € Ck(./\/h;/\/l?,).

d) Let M be a C*¥-manifold of dimension n and let 7¢ : R” — R be the projection onto
the i coordinate. Suppose that (Us, @) is a chart. Show that

wg:wio%:u&—m
is C*-smooth.

Example 16. Take S' and R? with their real analytic structures as previously defined.
We define a map
f St — R?
[*]~, + (sinz,cosz).
First, note that this is well defined regardless of which representative z for [z]., we
choose. Now consider the functions

ido fopy! : (0,2m)
0

- R%
—  (sin(f + «), cos(0 + «)).
which are clearly real analytic. Thus, f € C¥(S!;R?).

The tangent and co-tangent space at a point

Now that we have defined our C*-smooth functions, we can define the tangent vectors
to the manifold M at a point p € M. There are various ways of doing this, some more
concrete than others. We’ll give the definition here, and then show how this definition
fits with our intuition from the case of R™.

We say that a C*-smooth map v : (—€,e) — M is a curve in M. Fix p € M. We
define the tangent space at p, T,,,M to be the space of curves in M with v(0) = p, modulo
the equivalence relation:

_ %[fofm] (1) for all f € C*(M;R).

d
~ .f _—
T~y 1 dt [f © ’Yl] (t) o

t=0
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Each element of T, M (i.e. each equivalence class of curves under ~) is called a tangent
vector at p, and we write [y]. = 4(0). For any tangent vector V' € T, M, and function
f € C*(M;R), we define the directional derivative of f along V at p to be:

d

VIAle) = g lf el

for any ~ such that 4(0) = V. This is a useful way to think of a tangent vector at p. It is
a direction in which we can differentiate a function.
We can endow T, M with a vector space structure using the following result:

Lemma A.3. Let (Uy, o) be a chart with p € U,. The chart induces a canonical
identification between T, M and R™.

Proof. Let us set ¢qo(p) = . Suppose we are given two curves 71, y2 with 7;(0) = p. We
can use the fact that ¢ ! o ¢, = idy, to see that

for all f € C*(M;R)

= C1rol()

T iromie

t=0 t=0
holds if and only if
d —1 d —1 k
%UO@Q ocpao'yl] (t) :%[fogoa ocpao*yQ] (t) for all f € C*(M;R)
t=0 t=0

which is true if and only if

& [Fom] @) g C[Fom] () foral Fe O (palalR).

t=0

Where for i = 1,2 we have defined

Vi (*6’6) @a(ua)v
t (

H
= (Paom)(t)

which is a curve in a subset of R™. As a result, we can simply apply the chain rule to
deduce that y; ~ 79 if and only if we have equality of the directional derivatives:

Vilfl(@) = Valfl(=),  forall f € C*(pa(Ua)iR),

where V; = 5(0) are the tangent vectors to the curves 7;, in the usual sense of curves in
R™. By Exercise A.5 this holds if and only if V3 = V4. Thus, with each equivalence class
[v]~ we can associate a unique vector in R™ via the coordinate chart (Uy, ¢o). Conversely,
from V € R", we can construct the curve

Wt) =5 (x+ V)

Which satisfies 3y,(0) = V. Thus, the chart (U, o) induces a canonical identification of
T, M with R, 0
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We deduce from this Lemma the important result:
Theorem A.1. Given ; : (—e¢,e) = M with v;,(0) = p fori = 1,2 and X\ € R, there
exists a curve v such that
d d d
—[for]@®)| = Z[fomnl®)] +A—[forl@®)
dt t=0 dt t=0 dt t=0
for all f € C*(M;R). Clearly, this defines [y]~ = 7(0) uniquely. We then write
Y1(0) + A2(0) == +(0)

This provides us with a definition of addition of tangent vectors and scalar multiplica-
tion. With these definitions, T, M is a real vector space of dimension n.

Proof. We may simply take (with the notation of the Lemma)

V() = v (t)
where ‘ ‘
V' =71(0) + A7,(0).
This gives us a vector space isomorphism between T, M and R". O

We can use this canonical identification induced by (Uy, @) to provide us with a
basis for T, M for each p € U,. We pick a basis {e;}i=1,... n for R" and define

( (f) — (0) = 4, 0).

We say that {( agi)p} is a coordinate basis for T, M.

The reason for this notation is made clear by the following result

Lemma A.4. Suppose f € C*(M;R) and let (Ua, po) be a chart with p € Uy and
©a(p) = x. We define f = f oy, which is a C* function defined on some open set
about x = x'e;. We then have:

CONCE (gj) .

where on the right hand side, we simply have the partial derivative ofj? as a function on
R™.

Proof. We simply calculate using the definitions:

() 1100 = G 1reel

t=0

= L ((Fopa )+ eit)]

of
- (81“) (@).

t=0
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Now that we have the vector space T, M, we are free to construct its dual, and the
higher rank tensor spaces associated with it. Particularly important is the dual space
Ty M, known as the co-tangent space at p. The cotangent space is the natural place in
which the differential of a function lives:

Definition 23. Given f € C¥(M;R), we define the differential of f at p, df|p to be the
linear map
afl,  TpM — R,
V. = VI[fl(p)

We can define a basis for Ty M from the coordinate basis for 7, M by duality. We
define dmi}p € Ty M by the requirement that

“y [(a)] -

arl, = ( ai) e da],

With this definition we have

The tangent and co-tangent bundles

In the previous subsection, we restricted our attention to vectors and co-vectors defined
at a single point. More often than not, rather than considering a vector at a single point
we want to consider a vector field, where we have a vector defined at each point. Before
discussing vector fields, we introduce the tangent bundle. This is the disjoint union over
the tangent spaces at each point in the manifold:

TM= || M= {p} x oM.
peEM pEM

We shall show that a C*-atlas for M induces a C¥~!-atlas for TM, so that the tangent
bundle may be given a manifold structure in a natural fashion. Suppose {(Un, ¥a)} is
a C*-atlas for M. Pick a chart (U, pa). We know that at each point p € U, the chart
induces a canonical identification between 7T, M and R™. A tangent vector V € T, M is
identified uniquely with a vector V' € R"™. We now define:

Us = | | TLM
PEUa
and N
Do - Uy — @als) x R",

V) = (¢alp), V).
Clearly ¢, maps Us bijectively onto an open subset of R?*. We define a topology on
TM by declaring that A C T'’M is open if and only if @, (A ﬂZ;la) is open in R?" for

any «. One can verify that this definition turns 7'M into a second countable, Hausdorff,
topological space.
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Lemma A.5. The collection {(Uy, $o)} is a C*-atlas for TM.

Proof. By construction, ¢, maps U, homeomorphically onto an open subset of R?>" and
moreover the sets U, cover T M. It remains to show that the transition functions are
C*~1_diffeomorphisms between subsets of R?". I claim that we have

Gap ¢ Calla NU) X R = 05U NUy) x R,
(. Va) = (pap(@), Doasl, (Va))-

To see this, recall that if ¢, (p) = x, then V,, € R" corresponds to V' € T, M under the
identification induced by ¢, implies that V' = 4(0) for the curve

v i (—€€) — M,
t a4+ tV,).

Recall also that, going in the other direction, if V' € T, M, then under the identification
induced by g it corresponds to the vector Vg € R™ defined by

LA

t=0

for any 7 : (—¢,€) — M such that v(0) = p and 4(0) = V. Combining these two facts,
we have that

d _
Vi = S(osoga)@+1Va)

t=0

= & (pas)(a + 1V,)

= DSOa,B‘m (Va)~

t=0

Now, since p,g is a C*-diffeomorphism, Dep,g is a C*=1 map into the space of invertible
matrices, thus the transition function @.s is a C*—1_diffeomorphism. O

As a consequence, we have:

Theorem A.2. The tangent bundle naturally inherits the structure of a C*~'-manifold
of dimension 2n.

An entirely analogous construction can be performed in which we glue together the
co-tangent spaces to define the co-tangent bundle, 7% M. This again inherits the structure
of a C*~l-manifold of dimension 2n from M. The only difference in our development
above is that the relevant transition functions are given by®:

Frs ¢ Pl NU) X (B = pltha 1) x (BT,
(a3vwa) = (@a6($)7 DSO;% - (wa)).

8recall that the adjoint of a linear map A : V — V is a linear map A* : V* — V* whose action on
w € V* is given by:
(Aw) [v] = w[Av], for allv € V.
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Glueing together tensor products of T, M and T; M in the same manner, we can construct
tensor bundles of arbitrary rank.

Definition 24. Suppose M is at least k£ + 1 regular.

i) A C*—vector field is a C*—map X : M — T'M such that at every point p € M, we
have X (p) € T,(M). The set of all C*—vector fields is denoted X(M), or X(M) if
the regularity is not obvious from context.

ii) A C*—one-form is a C*—map w : M — T*M such that at every point p € M, we
have w(p) € T;(M). The set of all C¥—one-form fields is denoted X*(M), or X}(M)

if the regularity is not obvious from context.

Notice that there is a natural paring X(M) x X;(M) — C*(M;R) defined by
peEM— wl, <X]p).

We can extend the definition to higher rank tensor fields in the obvious fashion.
Suppose that M is a C*—manifold and that ¢ : Y € M — U C R™ is a coordinate
chart, and pick a basis {e;} for R”. At each point, we have a basis for 7,M given by

{GE),}

2 U = TUCTM
P = (5

For each 7, the map

defines a C*~!—vector field on U, i.e.

0
— € X1 (U).
Ox* k-1t)
This vector field is also sometimes written 0;. In a similar fashion, dual to these vector
fields we have the one-forms

dx' € X5_(U)

We know that at each point p € U that {(0;)p}i=1,....n, {dﬂfi!p}i:l,...,n span Ty M, Ty M
respectively. As a consequence, any C"—smooth (p, q)—tensor field with 7 < k — 1 can be
written locally as

satisfying

0
Q- ®dr'" @ - @ dxt

1/1,...qu Ot
Where TH1Hr,, .+ U — R are C"—functions, called the components of T" in the
coordinate chart (¢,U). Using the chain rule, it is straightforward to demonstrate that
the condition that the components are C” —smooth is independent of the coordinate chart,
provided r < k — 1.

T = TH1s--Hp
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A.3.3 Derivations and commutators
Definition 25. A C"—derivation on the C¥—manifold M is an R—linear map
D :C*TY(M;R) = C*(M;R)

for any s < r, which satisfies

i) D(fi+Af2) =Dfi+ADfa,

ii) D(fife) = iDf2+ faDfi,
for all f; € CSTHM; R), A € R.

A vector field V' € X, (M) naturally defines a C"—derivation. We can check that

DuS) =l = G on|

where 7(0) = p,¥(0) = V), satisfies the conditions above. Conversely, we can identify a
C"—derivation with a C"—vector field. To see this, we first note that any C'—function
in R™ may be written locally about a point y as

9(x) = g(y) + gi(2) (=" — 4/,
where g; € CO(R") with g;(y) = (ifz (y). Now consider a point p € M and a coordinate
chart (U, @) with p € U and p = (o', ..., ©"). We deduce that any function f € C'(M;R)
may be written for ¢ in a neighbourhood of p as:

@) =)+ fild) (¢ (q) — ' (p))

for some f; € CO(M;R) with fi(p) = 8;8131'
formula, we deduce that

» [f]. Applying an arbitrary derivation to this

Df = (¢ = ¢'(p)Dfi + f; D¢’

Evaluating this formula at p we deduce:

DI() = ip)De(p) = 55| (/1D () = VI, 11

where V|p € T, M is the tangent vector given in local coordinates by:

, 0
V|, = D" :
p=D¥'(p) 55 )
Defining V' € X,.(U) by
.0
V= Dp'—
14 ox*
we have
D= Dy.

We have shown that in a neighbourhood of any point there exists a V' such that D = Dy .
Since a vector field is uniquely determined by its action on functions, V' is uniquely fixed
by this condition.
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Lemma A.6. Let M be a C* manifold. Suppose X,Y € X,(M) for r < k. There exists
a unique vector field [X,Y] € X,_1(M) defined by the condition:

(X, Y]f=X(Y[)-Y(X[), VfeC(MR)

Proof. By the previous discussion, it suffices to check that the operation [X,Y]f defines
a C"~!—derivation. We calculate

(X, Y](fi+Af2) = X(Y(fi +Af2) = Y(X(f1 +Af2))
=XYH)-Y(Xfi)+AXY f2) - Y (X [f2)]
= [X, Y]fl —I—)\[X,Y]fz,

using the R—linearity of the action of a vector field on a function. We also find

[(X,Y](fg9) = X(Y(fg)) =Y (X(f9))
=X(fYg+9Y[f)-Y(fXg+9X[)
= fX(Yg)+(Xf)Yg)+ (Xg)(Yf)+gX(Y[)
—[fY(Xg)+ (Y f)(Xg) + (Y9)(X[)+gY(X[)]
= f[X(Yg) -Y(Xg)|+g[X(Y[f)-Y(X[)
= f[X7 Y]g—i—g[X, Y]f

Hence the operation f — [X,Y]f is a derivation, to which we can associate the unique
vector field [X,Y]. O

Exercise(x). Working in a coordinate patch, U so that we can write

0 0
X=X"— X=Y"—
oz’ oz’
for X* Y € C"(U;R), show that
QY7 0XI\ 0
XY=(X"—-Y"— | —.
X, Y] < or' or' > I

A.3.4 Immersions and embeddings
Push forward, pull back

For this section, we shall make the assumption that all manifolds and objects that we
discuss are smooth. We return to the situation we considered earlier, where we have two
smooth manifolds N, M, of dimension n,n + d respectively. Suppose we have a function
¢ € C®°(N; M). The mapping ¢ naturally induces relations between various geometric
objects defined on the two manifolds N, M. We start with the pull back of a function by
¢. Suppose f € C®(M;R), we define the pull back of f by ¢, written ¢* f € C°(N;R)
by
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Now let us consider vectors. Suppose X € TN, and that v € C((—¢, €), ) satisfies
~v(0) = p, ¥(0) = X. We can define a curve, 5 € C*®((—e¢, €), M) by:

yi=¢oy
We define the push-forward of X by ¢, written ¢.X € Ty, M by:

$.X =7(0).

Lemma A.7. Suppose that X € X(N), f € C°(M;R) and ¢ € C*°(N, M). Fizpe N.
Then:

X(<Z5*f)|p = [(¢X) f”¢>(p) )
and

f¢*X|¢(p) = ¢« [(¢*f)X]‘¢(p)
Proof. Fix p € N. Suppose that ~ satisfies v(0) = p, ¥(0) = X|p. From the definition of
a vector acting on a function, we have:
* d *
X6l = (6" ) 07(s)

= L(rod)onts)

s=0

s=0

= L ro (o)

s=0

5=0
= (0+X) flop)

For the second part, suppose that g € C*°((M);R), and calculate using the previous
result:

1 (0:-X) gl = FOW)X(6°9)],
= (¢"f) (p) X(¢79)l,
= [(¢*f) X(¢"9)ll,
= ¢« [(QS*f)X]g‘qj(p)
]

Now, suppose that w € T(;(p)/\/l is a one-form. We can define the pull-back of w by ¢,
written ¢*w € TyN by:

[p*w] (X) =w ($X), VX eTN.

These definitions readily extend to allow us to define the push forward of any (p, 0)—tensor,
and the pull-back of any (0, ¢)—tensor. Notice that the push forward and pull-back at
each point p are linear maps between vector spaces.



A.3 Differential geometry 105

Exercise(*). Suppose f € C°(M;R) and ¢ € C°(N, M). Show that:
d(¢"f) = ¢"df.

Notation: Where the choice of map ¢ is clear from context, we will write f* = ¢* f,
Xy = ¢ X, etc.

Definition 26. We say that a map + € C*°(N; M) is a smooth immersion if the push
forward map:

Tk * TpN — T¢(p)./\/l

is an injective linear map for each p € N/. We say that ¢ is a smooth embedding if moreover
1 is injective. In this case, we write 1 : N < M.

If we have that + € C°°(N; M) is an immersion, then for each p € N, we can identify
TN =~ T,y u(N), where T,;,2(N) is a linear subspace of Ty, M.

Canonical immersions and extensions

Lemma A.8 (Canonical Immersion Theorem). Suppose 1 : N — M is an immersion,
and fix p € N. There exist coordinate charts (U, p) and (V,1) for N and M respectively,
with ¢(p) = 0, such that

poropTt eU) — ¥V),
(1,...,2n) = (x1,...,20,0,...,0).

Proof. Let us fix (U, ) to be a coordinate chart for N centred at p, i.e., p(p) = 0. Now
consider any (V,), a coordinate chart for M centred at 2(p), and set f =1 o020 L.
We will denote by (x;)i=1,.n the coordinates on ¢(U) C R", and by (Y4)a=1,..n+d the
coordinates of (V) C R+,

The fact that ¢ is an immersion implies that Df(0) is injective, so by a linear

transformation on R"¢ we may assume

Df(O) = ( Inxn  Odxn )

Now set
h(yly cee 7yn+d) = f(yla .- yn) + (Oa .- 'aoayn+1a ... 7yn+d)a

defined on some neighbourhood of 0 in R*". Clearly h(0) = 0 and Dh(0) = Intdyx (n+d)s
so by restricting the domain to a subset if necessary, we can assume that h is smoothly
invertible. We can easily verify that on a sufficiently small neighbourhood of 0, the map
h=1o f takes (z1,...,2,) to (z1,...,Zn,0,...,0), so by redefining 1 to be 9 o h and
shrinking U,V as necessary, we are done. O

From here, we can derive various extension Lemmas which allow us to locally extend
objects defined on 2(N') to a neighbourhood in M in a smooth fashion. Obviously such
extensions are highly non-unique.
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Corollary A.3. Suppose 1 : N — M is an immersion, and let p € N'. There exists a
neighbourhood W of p in M such that for any f € C*®(N;R) we can find a function
feC®M;R) with f =4*f in W.

Proof. For p € N we have local coordinate charts (U, ), (V,1) centred at p,2(p) such
that 4 is given by the canonical immersion. Pick W & ¢ (i), and define W = ¢~ 1(W).
Let x7 : U — [0,1] be a smooth cut-off function equal to unity on W' and vanishing near
the boundary of ¢(U). We define f = f o1 and finally we set f =0 on M\ V, and

f=fou, for

Fn, - ynta) = XN Wntts - Ynr ) XTW1s - Yn) F(Y1s - Yn).
Here xn : R? — [0, 1] is a smooth cut-off function, equal to 1 at the origin and supported
on a sufficiently small set that
supp (XN (Yn+1, - - s Yntd) XT (Y1, - - -, Yn)) C (V).
[

Let U C N be an open set, and X € X(U). We say that X € X(M) is an extension
of X away from «(U) if X(f*) =+* [)?(f)] in U for any ¢ € C*°(M;R). Equivalently,
X, = X on o(U).

Corollary A.4. Suppose 1 : N — M is an immersion and let p € N'. There exists a

neighbourhood W of p in N such that for any X € X(N) we can find X € X(M) which
is an extension of X away from 1(W).

Proof. Take the same charts as in the previous proof, so that (z*) are local coordinates
on N and (y®) are local coordinates on M. We have that:

n Za
X:ZX&U“

=1

for X i e C*°(U,R). By the previous result, there exists W C N containing p, and
X% € C*®°(N;R) such that :* X’ = X?. Defining X € X(M) by:

i=1
we have the desired extension away from 2(W). O
This allows us to prove the following result

Lemma A.9. Suppose X,Y € X(N), and pickp € N. Let X,Y € X(M) be extensions
of X, Y away from 1(U) for some neighbourhood U of p. Then [)N(, EN/] is an extension of
(X, Y] away from 1(U).
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Proof. We calculate in U:

(FF@) =[F(@)] - [Y([W)T

=x([Fo])-v([x@])
=X (Y (") =Y (X (¢7))
= [X, Y] ()
whence we are done. ]

Diffeomorphisms

We say that the map ¢ € C®°(N; M) is a diffeomorphism if ¢~ exists and belongs to
C®(M;N). A diffeomorphism allows us to identify TpN =~ Ty,y M for all p € N

We can construct a family of diffeomorphisms taking M to itself from a vector field
X € X(M). For this, we require the following result:

Lemma A.10. Let X € X(M), and suppose p € M. Then there ezists a parameterised
curve v € C*((a,b); M), where a < 0 < b, satisfying:

7(0) =D, 7(8) = X”y(s)

This is called an integral curve of X starting at p, and is unique up to extension.

Proof. Take a coordinate chart (¢,U) with p € U, and write X = X* aiz, for X? e

C*(U;R), and set @ o y(s) = z(s) = (2%(s)). The condition on v becomes:

i'(s) = X'op Yx(s)),  x(0) = p(p),

which is an ordinary differential equation, with Lipshitz right hand side, whose solutions
are unique up to extension. By this local uniqueness property, the curve is defined
independent of the coordinate chart, and is unique up to extension. O

Lemma A.11. Suppose that X € X(M) has the property that for each p € M, the integral
curve of X through p, written v, can be extended so that it belongs to C*((—e, €); M) for
some € independent of p. Then the map

Xps o p = 7p(s)

s a diffeomorphism, referred to as the one parameter family of diffeomorphisms induced
by X.

A.4 Matrix Lie Groups

This section is meant to give a very brief introduction to Lie groups. We bypass a lot of
important theory and focus our attention on the matrix Lie groups. As a result, some
of the definitions are not standard, but allow us to get to our goal more quickly. It is
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certainly no substitute for a proper study of the beautiful topic of Lie groups. Think of
the approach here as ‘good enough’ for our purposes.

We'll start by extending the familiar definition of a group to encompass an additional
requirement, that of differentiability.

Definition 27. A group is a set G, together with a binary operation - such that

i) a-be G for all a,b € G [Closure]

ii) (a-b)-c=a-(b-c) for all a,b € G [Associativity|
iii) There exits e € G such that e-a =a-e = a for all a € G |Existence of an identity]|
iv) For each a € G there exists b € G such that a-b=b-a = e [Existence of an inverse|

The identity element is unique, as is the inverse, and we write b=a"'ifa-b=b-a =e.
A Lie group is a group, where the set G has a smooth? structure making it into a
manifold in such a way that the operations - and ()~! are smooth.

The many of the most important Lie groups are groups of matrices:

Example 17. Consider the set GL(n) of invertible n x n real matrices. This is naturally
a group with the group operation of matrix multiplication. Thinking of GL(n) as an
open subset of R™ with the standard real analytic structure, GL(n) is also a manifold
in a natural way. Matrix multiplication and inversion are smooth with respect to this
structure, as can be seen by writing out the operations in components.

In fact, this example (and its subgroups) will be sufficiently rich to cover the situations
that we are interested in for this course. We define in the obvious way

Definition 28. A Lie subgroup of a Lie group G is a subgroup H of G endowed with a
topology and smooth structure making it into a Lie group in such a way that the inclusion
map is an immersion. A matriz Lie group is an embedded Lie subgroup of GL(n).

An important (and deep result) tells us when a subgroup of a Lie group is in fact a
Lie subgroup:

Proposition 2 (Closed subgroup theorem). If H is a subgroup of G which is closed (in
the topology of G), then H is an embedded Lie subgroup of G.

This gives us the following result

Lemma A.12. Suppose that H is a subgroup of GL(n) with the property that for any
sequence A, € H with A, — A € Mat(n x n) component-wise, either A € H or
A& GL(n). Then H is a matriz Lie group.

Example 18. 1. GL"(n) = {A € GL(n) : det A > 0} is a matrix Lie group
2. SL(n) ={A € GL(n) : det A = 1} is a matrix Lie group

Tt turns out that we can assume that the manifold is C* without any loss of generality.
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3. O(n) = {A € GL(n) : ATA = I} is a matrix Lie group

4. The set of matrices A € GL(2) of the form

sinf cos@

A_(cosﬁ —sm@)) 0ecQ,

is a subgroup of GL(2), but not a matrix Lie group.

A.4.1 The matrix exponential

A very useful tool to understand the structure of matrix Lie groups is the matrix
exponential. Before we define the matrix exponential, it’s first useful to introduce a norm
on Mat(n x n), called the operator norm. We define

|| Az||
|Al[,, = sup
P pernz20 |7l

where ||-|| is the usual Euclidean norm. We clearly have that for any non-zero x € R™:
1Az < [|Allgp, [|2]] -
we deduce that
(A + B)z|| < [|Az|| + [|Bz|| < [[Allyp, [[z]] + [[Bllgp, [Iz]|

so that
HA—I_BHop S HAHop. + HBHop. :

so the triangle inequality is satisfied by this norm. The other criteria for [|-[|,, to define
a norm are straightforward to verify.
We can also show by a simple induction that

1A z|| < || Allg,, |l

holds for any x and thus
HAH| ‘op. S HAHZp :

Definition 29. The matrix exponential of an element A € Mat(n x n) is defined to be

oo An
A
k=0
Exercise(x). 1) Show that the sum on the right hand side of (A.11) converges in the
operator norm for any A (and hence with respect to any other norm on Mat(n xn)).
Show also that .
() =t
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ii*) Show that the matrix exponential is a real analytic function Mat(n x n) — GL(n),
where both spaces inherit the canonical real analytic structure of R”Q, and show

that

ietA _ AetA _ etAA
dt

and

6tAesA _ e(t—&-s)A _ esAetA

for t,s € R. Deduce that
(eA)_1 =e A

iv) Show that

1 n
lim <1 + A) = 4,
n

n—00

v) Deduce that if ' : (—€,€) — GL(n) is a C'—curve with ['(0) = I and I'(0) = A, we

have "
lim [F <1>] —e4
n—oo n

With the matrix exponential in our pocket, we are ready to define the Lie algebra of a
matrix Lie group.

A.4.2 The Lie algebra

Definition 30. The Lie algebra h of a matrix Lie group H is defined to be the set of all
matrices a € Mat(n x n) such that e'® € H for all t € R.

Theorem A.5. Let b be the Lie algebra of a matriz Lie group H. Then

i) aehs acTiH, i.e. ais in the Lie algebra if and only if there exists a C'—curve
I':(—€e,€) = H withT'(0) =1 and I'(0) = a.

i1) b is a vector subspace of Mat(n x n), i.e. if a,b € h then a+ \b € b
i11) b is closed under the matriz commutator, i.e. if a,b € b then [a,b] = ab—ba € b

Proof. 1) “=7 is trivial, take I'(t) = e'®. For “<”, we use the fact that I (1) € H for
any t € R and n a sufficiently large integer to deduce that

()] e

for n sufficiently large. We know

lim [F <t>] = ¢l®
n—00 n

which is invertible, so by the closeness of H, we have e'® € H and we’re done.
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ii) Suppose a,b € h and fix A € R. Consider the curve I' : (—e,€) — H given by
T(f) = eteetb
This is clearly C' and we readily calculate that
r0)=1, T'(0)=a+\b,
so that a + Ab € .
iii) Now consider the curve I' : (—e, ) — H given by

eVta o ViNb ,—Vi(a+b) >0

=141 =0
ertbertAae—\/jt(a+b) t<0

This is smooth for ¢ # 0. Expanding for ¢ small and positive, we have
1 1 1
D(t) = [I +Vta + 5m? + o(t)} [I + Vb + §tb2 + o(t)} [I —Vt(a+b)+ Sha+ b)% + o(t)
1
:I+t{2 [a® +b% + (a + b)?*] + ab — a(a + b) —b(a+b)} + o(t)

:I—l—%{ab—ba}—i-o(t)

Noting that we can obtain the expansion for ¢ small and negative by interchanging
t <> —t and a «» b, we deduce that I is in fact C! with I'(0) = 3[a, b].
O]

Thus the Lie algebra of a matrix Lie group is naturally a vector space endowed with
an antisymmetric bilinear operation [,], which moreover satisfies the Jacobi identity

[[aab] >C] + Hb7c] ’a] + [[Ca a] ab] =0

One can abstractly define a Lie algebra to be a vector space endowed with such an
operation, but the concrete realisation as a space of matrices endowed with the matrix
commutator is the most useful for us.

A.4.3 The orthogonal group

As a brief example, we will give a brief treatment of the orthogonal group. Recall
O(n) ={AcGL(n): ATA=1T}.
Let us find the Lie algebra, o(n). Suppose I' : (—¢,¢) — O(n) with T'(0) = I. We have
D)IT({#) =1, te(—¢€e)
so we can differentiate this condition to find

D®)IT) + D) IT () =0, te (—¢e)
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so that, setting t = 0 we deduce that if I'(0) = a € o(n) we must have
al +a=0
so that a is antisymmetric. Conversely, suppose that a is antisymmetric. We have
(eta)T _ pta” _ g—ta _ (eta)—l :

so that €' € O(n). Thus o(n) is precisely the set of antisymmetric matrices.

We should be careful here. Although €' € O(n) whenever a € o(n), not every element
of O(n) can be written as the exponential of an antisymmetric matrix. We know that
if A € O(n) a simple calculation shows that det A = +1. The determinant of a matrix
is a continuous real valued function, so on any continuous curve I' : (a,b) — O(n) the
determinant must be constant. In particular for a € o(n) we have:

det (e“t) =1.

In fact, we can show that by exponentiating elements of o(n) it is possible to construct
any element of SO(n).

Exercise(x). Let

0 0 O 0 01 0 -1 0
a1=|( 00 =1 |, a= 0 00], aa=1 0 O
01 0 -1 0 0 0 0 O

Show that
[% aﬂ = €jjk0k,

where €1, is the totally antisymmetric tensor with €123 = 1. Show also that:

1 0 0
=1 0 cos@ —sinb
0 sinf cosfd
and find similar expressions for €92, €3, Deduce that by exponentiating 0(3) we can
produce a matrix representing an arbitrary rotation, i.e. an arbitrary element of S0(3).
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Bonus material

B.1 Integration in E'® and the divergence theorem

We will need to integrate over surfaces embedded in E'3 and relate these surface integrals
to volume integrals using the divergence theorem in the usual way. We would like the
expressions we write down to be invariant under a change of frame. This is slightly
complicated when the metric has Lorentzian signature. The main issue is that the notion
of outwards unit normal becomes tricky when vectors can have zero norm.

First, suppose we have an open set U C E'3 and that f: U + R is a function defined
on U. Picking an inertial frame {€},}, we naturally have that f : (/) — f(at€,) is a
map from some subset of U CR*toR. We say that f is measurable if f is Lebesgue
measurable. Consider now

1)) = /U Fla)dz

where dx is the standard Lebesgue measure on R*. Now consider a different choice of
inertial frame {€,'}. We define f’: (z'*) — f(a/#€,’), which maps U’ C R* to R. We
have

fl) = J'(Ax)

Where A € O(1,3) is the matrix representing the change of basis. Now, we have

1) = [ P = [ f)laecaidy = [ Foay =111

where we change variables x# = A*,y” and use that |det A| = 1. Thus, we can define

/U fdx = 11f),

and this definition is independent of the inertial frame.

Next, let us introduce the alternating tensor. This is a (0,4)—tensor, defined to be
totally antisymmetric (i.e. antisymmetric under exchange of any pair of indices), and
such that in a given inertial frame we have

€o123 = 1.

113
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Under a Lorentz transformation with metric A#,, the alternating tensor transforms as’

Euvor = (det A)

/
E/Lllo"l'?

so that provided we restrict the transformations to belong to SO(1,3), this tensor is
invariant.

Now suppose that we have a surface ¥ which may be written as ¥ = ¢(U) for a
smooth parameterisation ¢:

g UCR® — XY CE!3
W'y y°) = ¢(yeu
The choice of parameterisation naturally gives an orientation to the surface. At any point,

the ordered set of vectors
op 9p 0¢
oyl Oy?’ o3
defines an oriented basis for TX.

The vector surface measure of ¥ with respect to this parameterisation is the vector
measure (defined on a subset of R3):

Where dy is the standard Lebesgue measure on R3.
For example, suppose we consider the plane ¥ = {t = 0}, which we can parameterize
by the map:
g UcCR® — X cCE!
WLyt y?) = e
so that ¢%(y) = 0,¢%(y) = y*. Then we have that for this parameterisation
sy = dy, dsy =0.

Exercise(*). a) Show that if F': W — U is an orientation preserving diffeomorphism
between subsets of R3 then

VA (B(y))dSE = / VI (o F(y))dSFD.
yeU yeWw

b) Show that if P is the orientation reversing diffeomorphism P : W — U given by
y — —y, then we have

m(z F_ _ 30 (FoP)
/y AN / Vi(Go P(y)dS

Deduce that
| viewas;
yelU

depends only on the orientation of ¥ and not on the choice of parameterisation.

LCheck that you understand why this is!
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With the vector surface measure, we can define the flux of a sufficiently smooth vector
field V' through X:

/V-dﬁ::/ VH(@(y))dS?
¥ yelU

The flux of V through ¥ does not depend on the choice of parameterisation, but it does
depend on the orientation for the surface . By taking a partition of unity to localise 1%
in coordinate patches?, we can define the flux through any oriented surface® ¥ ¢ EM3.

If ¥ is an orientable surface which is everywhere spacelike or timelike, we can define a
scalar measure on X, which we’ll denote by do:

/Efda:/zfﬁ'dg

where N is a unit normal of ¥ with respect to 5 (i.e. n(IN, N) = +1) with the direction
chosen such that N#dS} is a positive measure on U C R? for each parameterisation
respecting the orientation. Notice that if 3 is not either everywhere spacelike or timelike
then this definition does not make sense because a null surface does not have a well
defined unit normal. We still have a perfectly reasonable vector measure, but no scalar
measure.

Theorem B.1. Suppose that V is a vector field on a bounded domain U C EL3, whose
boundary ¥ = OU is piecewise smooth. Suppose also that V* € CY(U). Then we have

/ vV, VHdX = / V-dS,
U b))

where the orientation of X is chosen such that if K is an outwards pointing vector
transverse to X, then

{K7 ‘717 %7 ‘73}
s a positively oriented basis for TpEL?’ whenever {171, ‘72, Vg} 15 a positively oriented basis
for T, .

We shall omit the proof here. It can be deduced from the usual divergence theorem
on R* keeping careful account of changes of sign.

Lemma B.1. With the same set-up as in Theorem B.1, the choice of orientation for X
is equivalent to the requirement that

K*dsSg

is a positive measure on U C R3, whenever @ : U — X is a local parameterisation
respecting the orientation.

2This is a technical point, which can usually be avoided. If the surface ¥ cannot be smoothly
parameterised by a single coordinate patch then we have to write our vector field V as a sum of terms
each of which is supported on a single patch. We can then define the integral of V over the surface by
linearity.

3i.e. a surface with a consistent global choice of orientation
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Corollary B.2. Suppose that V is a vector field on a bounded domain U C EY3, whose
boundary ¥ = 0U is piecewise smooth and can be written as ¥ = Xg U Xy where Xg is
spacelike and Xy is timelike. Suppose also that V* € CY(U). Then we have

/v VEIX = V Nda—/ V - Ndo,

where N is the unit outwards normal.

Notice here that there is a sign change for the timelike surfaces relative to the spacelike
surfaces.

Example 19. Fix an inertial frame for E13. Consider the cylinder C = {a# : 0 < 2% <
1, || < 1}. We have:

/ vV, VX = Vidr — / Vidr + / V -ndodt
C 29=1,2€ B (0) 29=1,z€ B (0) [0,1]x8B; (0)

where B, (x) is the Euclidean ball of radius r centred at  and n, do are the usual outward
directed normal and surface measure of the unit Euclidean sphere.



Admissible triple, 79

Affine connection, 33
geodesic, 35
Levi-Civita, 37
Parallel transport, 34
torsion, 36

Atlas of charts, 94

Cauchy development, 16
Causal future, 16

Choquet-Bruhat—Geroch theorem, 80

Index

Domain of dependence, 16
Doppler shift, 18

Einstein equations

linearised, 65

Einstein’s equations, 63
Embedding, 105

isometric, 80

Energy momentum tensor

Christodoulou—Klainerman theorem, 83

Chronological future, 16
Codazzi-Mainardi equation, 74
Commutator, 103
Constraint equations, 77
linearised, 66
Curvature
Bianchi identities, 55
contracted, 57
Ricci tensor, 57
coordinate expression, 60
wave coordinates, 62
Riemann curvature, 53
Riemann tensor, 54
coordinate expression, 60
Scalar curvature, 57

Derivation, 102
development, 79
Diffeomorphism, 107
Differential, 92
Directional derivative, 92

general spacetime, 49
in Minkowski space, 18
other matter models, 63

Finite speed of propagation

general spacetime, 49
in Minkowski space, 21

Galilean boost, v
Gauss’ equation, 73
Geodesic

of a connection, 35
of a metric, 41

Immersion, 105
Induced metric, 68

Killing vector, 20
Kronecker delta, 84

Levi-Civita connection, 37
Lie algebra, 110
Lie group, 108
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Closed subgroup theorem, 108
Lie algebra, 110
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Lie subgroup, 108 initial data, 78
Lorentz group Painlevé-Gullstrand coordinates, 30
as a Lie group, 10 time orientation, 31
coset decomposition, 11 wave equation, 46
Lorentz transformation, 9 Second fundamental form, 70
Proper Orthochronous, 11 Spacelike
Lorentzian manifold, 24 Surface (Minkowski), 15
Vector (General), 31
Manifold, 94 Vector (Minkowski), 13
Curve in, 96 Speed of light
Differential of a function, 99 Experimental determination, iv
Smooth function between, 96
Tangent bundle, 99 Tensor product of vector spaces, 85
Tangent space at a point, 96 Tensors in T%,(V'), 85
coordinate basis, 98 Contracting indices, 88
Tangent vector, 97 Transformation rules
Matrix exponential, 109 covectors, 87
Maximal development, 80 general tensors, 87
Maxwell’s equations, v vectors, 86
in index notation, 22 Time function, 50
Minkowski spacetime Time orientation
divergence theorem, 115 general spacetime, 31
integration, 113 Minkowski spacetime, 15
Metric tensor, 8 Timelike
Surface (Minkowski), 15
Newtonian gravity, vi Vector (General), 31
Null Vector (Minkowski), 13
Surface (Minkowski), 15
Vector (General), 31 Unit sphere 5™, 27

Vector (Minkowski), 13 Vector field, 101

one-form field, 101 diverg§nce, 44
Orthogonal group, 111 extension, 106

Wave coordinates, 62

Wave equation
basic energy estimate, 3
in R3, 1
of a Lorentzian metric, 42
well posedness, 4

Polar coordinates, 29
Pull back
of a function, 103
of a one-form, 104
Push forward of a vector, 104

Rgmer, iv
Riemannian manifold, 24

Schwarzschild spacetime
connection, 39
Curvature, 58
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