Chapter 2

Distributions

The theory of distributions (sometimes called generalised functions) gives us a way of
performing a similar trick for PDEs to that we do for polynomials when we move from
the reals to the complex numbers. Let’s recall the general linear PDE of order k,:

Lu = Z an D = f, (2.1)

| <k

where we'll assume that a, € C°() for an open Q C R™. We want to extend the notion
of a solution for this PDE to include the situation where v and f need not be of class
C*(9). Let’s denote by! 2'(f) the space to which our generalised solution u and right
hand side f should belong. What properties do we require for 2'(Q) so that we can at
least make sense of the PDE (2.1)7 We can start to make a list of desirable properties:

i) The smooth functions C*°(£2) should be included in 2’(€2) in such a way that we
can recover them (i.e. the inclusion map ¢ : C>*°(Q) — 2/(2) should be injective).

ii) 2'(Q2) should be a vector space over C, and the vector space operations should be
compatible with the inclusion ¢.

iii) We need to be able to multiply elements of 2’(€2) by elements of C*°(2).

iv) We need to be able to differentiate elements of 2’(€2). Moreover whatever definition
for ‘differentiation’ we come up with, it should be compatible with the inclusion «¢.

v) We need some topology on 2'(Q2) such that the above operations are continuous.

The final point is somewhat technical, but it turns out we’ll not get very far without
some kind of topology for 2/(Q2), and given that we have one it should be in some way
‘compatible’ with the structure of 2'(Q).

The idea that we shall pursue is to consider the space of distributions to be the dual
space to that space of test functions. For any topological vector space V' over C one can
define in a natural way the continuous dual space which consists of continuous linear
maps

V' ={w:V — C | w linear, continuous}

IThis is a bit of a cheat. You’ll see shortly why we use this notation.
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We're going to take as our space 2'(£2) the continuous dual space of Z():

Definition 2.1. A distribution u € 2'(Q) is a linear functional on the space of test
Sfunctions

u:2(Q)—C
which is continuous with respect to the topology of Z(Q).

We will state (but not prove) a criterion for continuity. Those interested in the proof
of this result will find it in the Appendix.

Theorem 2.1. Let u: 2(2) — C be a linear map. The following are equivalent:
i) w is continuous with respect to the topology of ().
i) For each sequence {¢;}32, C D(2) with ¢j — 0 in D(K2), we have:

lim u[¢;] = 0.

J—00
i11) For each compact K C Q, there exists N € N and a constant C' such that:

ulg]| < Csup > [D*G(x),  forall ¢ € C5°(K). (2:2)

zeK la|<N

Remark. 1. By the linearity of u, condition ii) is equivalent to:

lim u [¢;] = ulg], for all 5 — ¢ in 2(2).
J—00
2. If there exists a single N € N such that (2.2) holds for all compact K C Q (possibly

with C' depending on K ), then we say that u has finite order. The least such N is
called the order of u.

For a general topological space (as opposed to a metric space) in order to establish
that a function is continuous, it is necessary to consider open sets and their pull-backs
etc. It is not usually enough to simply check continuity for sequences. The reason that
we can get away with it in this case is somewhat complicated, but boils down to the fact
that although the topology of Z(€2) does not arise as a metric topology, it is in some
sense the limit of a sequence of spaces which are metric.

We can think of a distribution as an operation which swallows a smooth function of
compact support and produces a real number. Let’s look at two important examples:

Example 7. a) (The Dirac delta) For x € Q we define the distribution:
020 = ¢(x) Voea).

b) If f € Llloc_, we can define the distribution Ty by:

Tié = /Q F@)é@)de, V6 e D(Q).



22 Chapter 2  Distributions

c) For ¢ € Z2(R), we define:

PV <i> 6] = lim [/O:qbf)da:—l—/eooqbf)dx].

This is clearly linear (assuming the limit exists). By a change of variables, we can

re-write: -
Note that o(2) — o(—2) )
r) — o(—x ,
B /_1 @' (wt)dt
so that:

X

‘ﬁf’(f)—ﬂ—i) /1 qﬁ’(xt)dt‘ < 2sup |¢/|.
9 g

From this, we conclude that the limit e — 0 above is well defined, and moreover, if
¢ € C3°(Br(0)) then:

1
’P.V. <> [gb]’ < 4Rsup |¢’|.
x Rn
We conclude that P.V. (%) defines a distribution of order at most one.

Exercise 2.6. a) Show that ¢, as defined in Example 7 is continuous and
linear, hence a distribution. Find the order.

b) Show that T, as defined in Example 7 is continuous and linear, hence a
distribution. Find the order.

c¢) By constructing a suitable sequence of smooth functions show that the order
of P.V. (%) is one.

2.1 Functions as distributions

Let’s have a look at how we’re doing with our ‘wish list’ of properties. For Property 1)
we will take inspiration from part a) of the example above and define

L C®(Q) = 2'(Q),
f — Tf.

In order to check that this is injective, we need to show that if Ty = T, then f = g.
We shall prove this by showing that for any distribution of the form 7Y%, it is possible
to recover f by applying Ty to appropriately shifted and scaled bump functions. Recall
that in the proof of Theorem 1.10, we introduced the bump functions ¢.. The idea will
be to make use of our previous results about convolutions. We require a bit of notation
first. Recall that if ¢ : R — C, and = € R"™ we set 7,¢(y) = ¢(y — ). We introduce
the spatial inversion operator * defined by ¢(y) = ¢(—y). By convention, the translation
operator acts first, so that 7,¢(y) = ¢(z — y).
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Theorem 2.2. Suppose f € C*(Q), and let . be as in Theorem 1.13. Define for any x
with d(z,08) > €: )
fe(x) := Tf[Ta0e].

Then for any compact subset K C Q and any |a| < k we have:

sup | D fe(x) — D*f(x)] — 0
rzeK

as € — 0.

Proof. Fix K C Q compact. Recall that by Lemma 1.14, there exists x € C§°(Q2) such
that x = 1 on K + Bs(0) for some § > 0. Take € < §. Then, since supp ¢ C B(0) we
have for z € K:

fe(z) Z/Qf(y)mlﬁe(y)dy
— / F@)de(z — y)dy
Q

_ /R X W)ele — y)dy
- ¢6 * (Xf)

Here we have used the fact that when |z — y| < € we have x = 1 to insert the cut-off
function without altering the integral. Now, since x is smooth, xf € CE(R™), so as € — 0,
we have by Theorem 1.13 that for any |« < k:

D%(¢e x (xf)) = D*(x[)

uniformly on R™ as € — 0. In particular we have uniform convergence on K, so that:

sup [0 (6 x (xf)(x) = D* () ()| 0.

Since for x € K we have ¢ x (xf)(z) = fc(z) and x(x) = 1, this is the result we
require. O

This result immediately tells us that our map ¢ is injective.

Corollary 2.3. Suppose f,g € CO(Q). If Ty =Ty then f = g. In particular this implies
L:C®(Q) = Z'(Q) is injective.

Exercise 2.7. Suppose f € L}, (£2). Take ¢, as in Theorem 1.13, and define
for x with d(z,09) > e:

fe(x) =Ty [Tx(;ge] .
Show that for any compact K C :
fe = Fllprzy = 0

as € = 0.
[Hint: follow the proof of Theorem 2.2, but use part b) of Theorem 1.13]
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2.2 Derivatives of distributions

Things are looking good for Property ii) because the dual space to a vector space is
naturally a vector space. If uj,us € 2'(2) we define the sum u; + ug € 2'(Q) by:

(u1 +u2)p =urp +ugp V¢ € 2(Q).

It’s easy to check that this is linear and continuous from the properties of u;.
How about Property iii)? First, let’s notice that if a € C*°(Q2) and ¢ € C§°(2) then
agp € C3° (). We can therefore define for u € 2'(Q) the product au € 2'(Q2) by

(au)¢ = ulag] V¢ € 2(Q).

Now let’s consider Property iv). We want to find a definition for the derivative of a
distribution which gives the right answer when the distribution in question arises from a
smooth function f by the map ¢: f — Ty. If f € C°°(Q), then certainly D;f € C*°().
Let’s consider T, r. We have:

Tp, o = /Q (D3 f)(2)()dx

Since ¢ € C§°(2), we can integrate by parts in this integral without picking up any
boundary terms to find

Tp o = — /Q £(2)[Did) () dx
= Ty [D;g]

Motivated by this, we define the D% derivative of a distribution u to be the distribution
D%y which acts on a test function ¢ € C§°(12) as:

(Du)[¢] := (=1)*lu[Dg].

The derivative we have defined on distributions extends the usual derivative for
functions defined as the linear approximation to the function at a point. The advantage
of the distributional derivative is that it is defined for any distribution. We’ll work out a
couple of examples:

Example 8. a) The derivative of the Dirac delta acts on a test function ¢ € C§°(2) by:

(Dis2) 9= 6. [Dig = 2 (2), V¥ § € CRR).

b) Consider the Heaviside function H : R — R defined by

1 x>0,
H(w):_{O x;O.
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This function is certainly not differentiable at x = 0. We can define the distribution

Ty € 2'(R) to be
Tt = [ H@)ola)da
for ¢ € CL(R). We then compute:
(D:Tg)¢ = —Tg[Dy9]
— /R H(2)¢ (z)de

= _/00 ¢ (z)dx
0
¢(0)

Here, we’ve used the fact that ¢ has compact support as well as the fact that H vanishes
for x < 0. Thus, we can say that

D, Ty = dp.

Thus we see that the theory of distributions allows us to give some sort of meaning to
the derivative of a functions whose classical derivative does not exist.

Exercise 2.8.  a) Show that if f1, fo € C°(Q2) and a € C*°(2), then
aTy, +Tp, = Tafi+ o
b) Show that if f € C*(Q) then
DTy = Tpey
for |a| < k. Deduce that 1 o D = D% os.

¢) Deduce that if f € C*(Q) then

Y aaDTy = Tyy.
lal <k

where

Lf=Y a.D"f

o<k

A useful result allows us to infer regularity of a function from the regularity of its
distributional derivatives:

Theorem 2.4. Suppose that f € C°(Q) defines the distribution Ty in the usual way and
suppose moreover that for any multi-index a with |o| < k there exists g* € C(Q) such
that

DTy = Tya
where D® is the distributional derivative. Then in fact f € C*(Q) and D*f = g in the
sense of classical derivatives.
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Proof. First we show the result for kK = 1. Let us fix a compact subset K of 2 and let ¢,
be as in Theorem 1.13. Let us define for x € K and € sufficiently small:

fo(w) = Tylradd = /Q F)belx — y)dy

We know from Theorem 2.2 that f. — f uniformly on K as e — 0. Let us calculate
0
Dife(z) = f(y)iﬁi)e(x —y)dy

= / fly —y)dy

(DiTy) [mﬁe]
= (Ty,) [120]

Now, as € — 0, we know that (T},) [Tz$c] — gi(z) uniformly on K. Thus we have

fe—=f, Dife— g

uniformly on K as ¢ — 0. This (by a result from analysis) implies that f € C'(K),
D;f = g;. Since this holds for any compact set we have that f € C1(Q) with D;f = g;.
By repeated application of the k = 1 result, we can establish that the result holds for all
k. O

This tells us that the distributional derivative is essentially equivalent to the classical
derivative wherever both are defined and continuous. One should be careful, however.
There are examples of continuous functions whose derivative vanishes almost everywhere,
but whose distributional derivative is not the zero distribution. Such strange beasts go
by the name of ‘Devil’s Staircases’.

2.3 Convergence of distributions

Property v) of our ‘wish list’ is the only one that we’ve not yet addressed directly. We
wish to give 2/(Q) a topology. In fact, as the continuous dual of a topological vector space,
it carries a natural topology. Again, we shan’t discuss the full details of the topology, but
rather describe the convergent subsequences:

Theorem 2.5. The vector space 2' () inherits a topology from Z(Q), called the weak-x
topology (pronounced “weak star topology”), such that

i) The vector space operations on 9'(Y) are continuous.
i) A sequence {u;}32, C Z'(Q) converges to zero in 2'(Q) if
ujl¢] — 0, for all ¢ € 2(Q).

as j — oo. Similarly u; — u for uw € 2'(Q) if u; —u — 0.
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Example 9. a) Suppose {f;}72, C C%(Q) is a sequence of functions such that f; — 0

b)

¢)

a)

uniformly on any compact K C Q. Then Ty, — 0 in 2'(Q). To see this, note that for
any ¢ € D(Q), there exists a K such that supp ¢ C K. Then

7386 = | [ fwema| < Klsu o

but the right hand side is tending to zero, so Ty, [¢] — 0 for any ¢ € Z(Q).

A similar argument shows that if { f;}32, C Ly, () is a sequence such that il ey =
0 for any compact K C 2, then Ty, — 0 in 7'(Q).

Let Q = R. Define a distribution as follows. For ¢ € 2(Q), set:

i 0D (1,

m=—0oQ

For any given ¢ this sum will only have finitely many non-zero terms. It is straightfor-
ward to verify that u is itself a distribution, in fact it is an example of a distribution
of infinite order. Consider the sequence of distributions

M

wi= 3 DM,

m=—M
Let ¢ € 2(Q) be any test function. Then supp ¢ C Br(0), so for M > R, we have:

M

uplgl = D ¢ (m) = u[g]

m=—M

Thus we can write:
o0

u=Y Di"s,,

1=—00

where the sum converges in ().

Consider the bump functions T,¢. for x € Q, where ¢, is as constructed in Theorem
1.18. Then:

T’Tac (Z)e

in 2'(Q) as € = 0. To see this, recall that for ¢ € 2(), and € sufficiently small:

— 0y

T, ;6 / S0 =)y = | oo — )y = dex(z).

By Theorem 1.13 we have T, ; [¢] = ¢(x) = 05[¢)]. Since ¢ was arbitrary the result
follows.
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2.4 Convolutions and the fundamental solution

What is the advantage of introducing distributions? Taking together various of the
properties we’ve considered above, we can formulate the following proposition.

Proposition 1. Suppose that f € C°(Q) and that T € 9'(Q) satisfies the distributional
equation:

> auDT =Ty,

lal<k

for an, € C*(Q) and that moreover there exist functions u, € C°(Q) such that DT = T, .
Then u := ug € C*(Q) is a classical solution of the equation

> auDu=f.

la|<k

This gives us a new approach to finding a classical solution for a linear PDE. We first
show that there exists a distribution which solves the PDE and then worry about whether
it is in fact a classical solution.

Now we are going to specialise to the case of linear operators of constant coefficients
defined on R™. We will take L to be the partial differential operator

L:= Z aa D%,
la|<k

where a,, are now assumed to be constant. We wish to find solutions to the distributional
equation
Lu =Ty

since by Proposition 1 we hope that this will lead to classical solutions w € C*(Q) of the
equation

> agDw =,

|| <k

A powerful approach to finding a distributional solution to a PDE is to first construct
a fundamental solution. For this, we will require the notion of a convolution. We will
specialise to the case where 2 = R"”, i.e. to distributions defined on all of space.

It’s useful to introduce the notion of the support of a distribution.

Definition 2.2. A distribution u € 2'(Q) is supported in the closed set K C Q if
ulg] =0 V¢ eCF(Q\K)

i other words if u gives zero when applied to any test function that vanishes on K. The
support of u, supp u is the set:

Supp u = m{K s u supported in K}.

As an intersection of closed sets, this is closed. If there exists a compact K such that u is
supported in K then we say that u has compact support.
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With this definition it is easy to see that for f € C°(Q), supp Ty = supp f where the
support of the function f is defined in the usual way as the closure of the set on which f
is non-zero. Also, one can easily check that if u is supported in K, then so is D%u for
any multi-index .

Exercise(x). Show that
supp 0z = {z}.
Deduce that there is no function f € C%(€2) such that d, = T.

Suppose that f € CO(R") and ¢ € C§°(R"). Recall that the convolution of the two
functions is defined to be

(fxo)(x)= [ fly)o(x—y)dy.

R
So that
(f x0)(x) = Ty [r20] -

Now, we can see that it is straightforward to define the convolution of any distribution
u € Z'(R™) with a test function ¢ € Z(R™) by the formula:

(ux ¢)(x) i=u [rz6].
Lemma 2.6 (Properties of convolutions). Suppose u,u; € Z2'(R™) and ¢ € Z(R™). Then
i) If
UL *x P = Uz * P for all € 2(R"™),
then u1 = us.

ii) u* ¢ e C°(R") and

DY(u* @) =ux D% = D% * ¢. (2.3)
iii) We have:
supp u x ¢ C supp u + supp .

In particular, if u has compact support, then u x ¢ has compact support, and
uxp e Z2(R").

Proof. 1) Notice that u[¢] = (u* ¢)(0), so we deduce that

w1 = (u1 * $)(0) = (uz * $)(0) = uz¢

for any test function ¢, thus u; = us.
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ii)

iii)
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We calculate

Al fuxg) (o) = TR 22O L8] - [md])

1 .
= u h (T(z+hei)¢ - Tz¢)
= U[A?de)]
here we use the linearity of u. Now, if ¢ € C§°(R"™), then

lim AT qu = lim ozt hei—y) — dlz—y)
h—0 v h—0 h

= D;p(z —y)
= (r(Di9)) (v)

with convergence in the topology of Z(R"™). As a result, using the continuity of the
distribution, we have that

lim Al fux 6] (2) = u [Tx(p;qs)} — (ux D;o) (z).

Repeating the argument for higher derivatives, we conclude that the first equality
of (2.3) holds. To get the second equality, we calculate:

. ||
D [rd] () = g‘y (6(x — )

= (-D(D¢)(z )
= (-1 [r(D39)] (v)
Now, using the definition of the derivative of a distribution:
(Dux¢)(x) = D[] = (—1)l*lu[D (r,9)]
= ()Ml (1) (D) |
= u[n(Do)]
= (u*xD%¢)(z).
Suppose for z € R™ that u * ¢(x) # 0. Then we must have

supp u N supp 7¢ # 0.

In particular, there is z € suppu such that 7,¢(z) = ¢(x — z) # 0. Thus z — z €
supp ¢ for z € supp u, and we conclude:

{z 1 u*¢(x) # 0} C suppu + supp ¢.

Since supp ¢ is compact and supp u is closed, supp u + supp ¢ is closed, and so:

suppux ¢ = {z : u* ¢(x) # 0} C supp u + supp ¢. O
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We would like to define the convolution of two distributions. To do this, we recall
that if f, g, h € C§(R™) then

(fxg)xh=f*(g*h), (2.4)
so that the convolution is associative. Motivated by this, we define:

Definition 2.3. Suppose uj,us € Z'(R™) are distributions and that ug has compact
support. The convolution ui * us is the unique distribution which satisfies
(up x ug) x ¢ = ug x (ug x P)
for all test functions ¢ € Z(R™).
Notice that the fact that us has compact support is required for this definition to

make sense, as it ensures (ug2 x ¢) is a test function. Since we can recover a distribution
from its convolution with an arbitrary test function, this defines u; x us.

Exercise 2.9. a) Show that for f,g € CJ(R"):
Tf*g = Tf * Tg.

b) Show that convolution is linear in both of its arguments, i.e. if u; € 2'(R"™)
and ug, uy have compact support then
(u1 + aug) * ug = ug * ug + aug x us
and
uy * (U3 + aug) = uy *ug + aug * uyg

where a € C is a constant.

Theorem 2.7. Suppose that uy,uz € 2'(R™) are distributions and that ug has compact
support. Then
Da(ul * Ug) = U1 * DQUQ = Do‘ul * UQ (25)

Proof. We will consider the convolution of the distribution D*(uy x ug) with an arbitrary
test function ¢ and use the definition of the convolution, together with the previous
Lemma to shuffle the derivatives around:

DYuy xug) * ¢ = (uy xug)* D%
uy * (ug x D)
uy * (D%ug * @)
= (u1 * D%s2) * ¢,

which establishes the first equality in (2.5) since ¢ was arbitrary. For the second equality,
we note
(ug x D%ug) * ¢ = g * (D%ug x P)
= u * D%(uz x ¢)
= D%y * (uz x ¢)
= (D% *u2) * ¢,
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again since ¢ was arbitrary we’re done. O
Exercise 2.10. a) Show that if ¢ € Z(R") then
doxp=2¢
b) Show that if u € 2'(R™) has compact support, then
doxu=1u

Now let us introduce the notion of a fundamental solution to a linear PDE. We say
that a distribution G is a fundamental solution of the partial differential operator with
constant coefficients L

L:= Z aaD”

lo| <k

where a,, are constants if it satisfies the distributional equation:
LG = dg
The reason that this is useful is the following:

Lemma 2.8. Suppose that G € 2'(R™) is a fundamental solution of L and let ug € 2'(R™)
be a distribution of compact support. Then the distribution u = G % ug solves the

distributional equation
Z aa DU = up.

| <k
Proof. First note that the linearity and differentiability properties of the convolution
imply that
L(Gxug) = Y aaD™(G *ug)
|| <k

= Z ao(D*G * ug) [Lemma 2.6]
|| <k

= Z aoD*G | xug [Linearity]
|o| <k

= (LG) * UQ
Now, use the definition of the fundamental solution to obtain
L(G*UO) = 50*UU = Ug

since the convolution of a distribution with Jy gives back the distribution (Exercise

2.10). O

Thus, once we can find a fundamental solution, we can essentially solve the equation
Lu = ug for an arbitrary right hand side. Rather crudely, we can think of the Dirac delta
distribution as an identity. Then the fundamental solution provides an inverse to the
operator L.
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2.4.1 An example: Poisson’s equation

Consider the following classical PDE problem. Given f € C3(R?), find a w € C?(R3)
such that:

Aw = f.
Here the Laplace operator is given by:
0? 0? 0?
=4+ =+ =—. 2.6
Ox? + 0y? + 072 (2:6)

Following the procedure outlined above, we will first turn the equation into the distribu-
tional PDE, and seek u € 2'(R3) such that:

Au=Ty. (2.7)

If we can find a G such that
AG = dy,

then we can write down a solution of (2.7) by convolution. There are several ways to find
such a G. We will note two facts (which we will not attempt to prove at this stage)

e The Laplace operator and dy are both invariant under rotations about the origin.

e The Laplace operator is elliptic. In particular, it has the property of elliptic
regularity. Roughly speaking this means that if a distribution v satisfies Au = 0 on
some open set, then u is a smooth function (thought of as a distribution).

Based on these observations, it is reasonable to suspect that we can write G = T}, for
g € C*°(R3\ {0}) a radial function g = g(r). Since g must satisfy the Laplace equation
away from the origin, and is spherically symmetric, we have (on changing to polar
coordinates):

d2
W ('I”g) = 0, r > 0
Thus: 4
g=—+Db.
r

Clearly, since we can add a constant to any solution of (2.6), B is arbitrary and we choose
it to be 0. Let us proceed leaving A arbitrary. We shall eventually see that A = —(47)~ 1.
Note that g € L], . (R3), so defines a distribution in the natural way.

We wish to show that for a suitable choice of A, the distribution G = T} satisfies
(2.7). To show this, we take ¢ € Z(R3) to be arbitrary, and choose R > 0 such that
supp ¢ C Bgr(0). We calculate:

AT, [6] = T,A [4]
~ [ 9oz
]'R3

= lim g(x)Ap(z)dz.
<20 BR(0)\B.(0)
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In the last line, we use the dominated convergence theorem to justify the limit. The
reason that we have inserted this limit is that on Bgr(0) \ B¢(0) the integrand is smooth,
so we are entitled to apply the divergence theorem. Note that for 1)1, 12 smooth functions,
we have the identity:

V- (1 Vipe — o Vih1) = 1 Athy — b Ay,

Integrating this identity over Bgr(0) \ B¢(0) with ¢; = g, ¥2 = ¢ and applying the
divergence theorem, we have:
o5 5n)

9(2) Ad(x)dz = /
/BR(O>\BE 0) o(BrONB.O)) | O On

= oo o950
oB.(0) L On Yon

In passing from the first to second line we have noted that Ag = 0 away from the origin,
and also that ¢ = 0 in a neighbourhood of 9Br(0). The change of sign comes from the
fact that 0B.(0) is an inner boundary. Now, we estimate:

Br(0)\Be(0)

8¢ ‘ 4] |9 ’ 4]
sup Y sup D¢
e 95, ) e W |Dg| .
Thus:
/ ga¢d0 < 4me® x @sup|D¢] — 0,
aB.(0) On € g3

as € — 0. For the other term, note that on 0B.(0), % = %, so that for y € B.(0) we
have:

dg —A
o( )%(?J) ET¢(3/)
We therefore have:
dg 1
¢p=——do = (—47A o(y)doy,.
/8BE() on ( ) [0B(0)] Jap.(0) (w)dary

Now, for any 0 > 0, since ¢ is continuous, there exists € > 0 such that |¢(y) — ¢(0)] < §
for all y € B¢(0). We estimate:

! 1
BB o 2090 =90 = [y L, @0 00 o,
1
< \83( ) Jos.o) [6(y) — #(0)] doy,
1
<6 X [9B.(0)] _ )day:d

Thus, we conclude:
1

e—>0 |8B ( )‘ 9B.( )¢(y)d0y = Cb(O)
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Putting this all together, we have:
ATy [¢] = (—4mA) x $(0) = (—4mA) b [4] .

Thus if A = —(47)~!, we deduce that AT, = dy, and so G = T} is a fundamental solution.
We conclude that if f € CJ(R3), then a solution of the distributional equation (2.7)
is given by:
u = Tg *Tf = Tg*f.
If f € C3(R?), the we know that gx f € C?(R?), and moreover that w = g* f is a solution
of the classical equation (2.6). Thus, the solution we seek is:

-1 f()
w(z) = 47 /R3 |z — y|dy'

By examining this integral more carefully, it is possible to show that assuming f € C3(R?)
in order to get w € C%(R3) is overkill. In fact, it suffices to have f € Cg’a(R?’) for some
0 < a < 1, where a function belongs to the Hélder space C’g’a(R?’) if it has compact
support, and there exists a constant C' such that:

|f(z) = fy)| < Clz—y|*,

holds for any z,y € R3. This is the subject of the Schauder estimates for elliptic PDE
(see “Elliptic Partial Differential Equations of Second Order”; Gilbarg and Trudinger).

2.5 Distributions of compact support

Recall that as well as the space Z(Q2) of test functions, we also defined the space
& () consisting of smooth functions on 2 where the topology is such that a sequence
{65152, C £(Q2) converges to zero in &(Q) if for any compact K C © and any multiindex
o we have:

sup | D¢;(x)| — 0.
zeK

It is natural to define &’(2) to be the set of continuous linear maps &(Q) — C.
Since the topology of &(Q2) is induced by a metric, continuity is equivalent to sequential
continuity. For a linear map u : £(€) — C to belong to &’(f2), it is enough that:

lim u [¢,] = 0

J—00
for any sequence {¢;}32, C &(£2) which converges to zero in &(f2). Notice that if
u € &'(Q), then since Z(QQ) is a subspace of &(Q), u : 2(Q) — C is a linear map.
Moreover, we know that if {¢;}32, is a sequence tending to zero in Z(Q2), then it also
tends to zero in &(2). Thus u € &’(2) is naturally an element of 2'(Q2), we have:

&'(Q) C 7'(Q).

We are justified then in referring to elements of &”(€2) as distributions.
We can give a useful characterisation of continuity for linear maps from &(Q2) to C as
follows:
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Lemma 2.9. Suppose u : &(Q) — C is a linear map. Then u is continuous if and only
if there is some compact K C Q, N € N and C' > 0 such that:

W@l <C s D). forall € E(). (23)
ze€K;|la|<N

Proof. First we show that (2.10) implies that u is continuous. Pick a sequence {¢; }J"’;l C
& () which converges to zero in &(2). This means that for all @ and any compact
K' C Q we have

sup |D%p(z)| — 0.

e K’

In particular, this holds with K’ = K and for all @ with |a| < N, so as j — oo we have:

ulg;l]] <C sup  [D%;(x)| =0,
z€K;|a|<N

and so u is continuous.

To show the opposite implication, we assume that (2.10) does not hold for any K, N, C'.
We take an exhaustion of €2 by compact sets K;, i = 1,2,... such that K; C K7, and
Q = U;K; (see Lemma B.6). Then since (2.10) does not hold for any K, N, C, in particular
it does not hold for K = K;, N = j and C = j. Thus there must exist ¢; € &(£2) such
that:

ulg;]] > 5 sup  [D%@;(x)].

zeKj;la|<j
We define: 5:(2)
() — P
¥(2) = Tufgy]

Clearly ¢; € &(2). We claim that 1; — 0 in &(€2). To see this, fix a compact K C Q
and a multiindex o. For sufficiently large j, K C K; and j > |a|. Thus:

sup [D%;(z)| <  sup ‘Dﬁgi)j(x)‘
zeK zeKj;|81<j

as a result, we can estimate:

1

Sup | D% ()] = Tl o |D%¢;(z)]
sup,er |[D¢;(2)] 1

- < =
JSUPgerc81<i 1 D i ()] J

We conclude that D% tends to zero on K, but since o and K were arbitrary, this
implies 1; — 0 in &(£2). However, u[y);] /4 0 since |u[t;]| = 1 by construction. Thus u is
not continuous. This establishes that if v is continuous, then (2.10) must hold for some

K,N,C. O

With this result in hand, we can give some examples of distributions u € &’(2).
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Example 10. i) If f € CJ(Q), then defining as usual:

Trlo) = /qu(x)f(q:)dx, for all ¢ € &)

we have Ty € &'(Q2), since:

Ty 16]] < /Q F@)dz sup |6(y)].

y&Esupp f
If f € C%(Q) but supp f is not compact, then Ty & ().

ii) If x € Q, then then setting:

0[] = ¢() for all ¢ € £(4),

we have &, € &'(Q). If K is any compact set containing x, then:

6z[¢]] < sup [@(y)].

yeK
i11) The map u: 2(R) — C
ulgl = > é(m) (2.9)

m=—o00
does not define a distribution in &' (R). Indeed, the sum need not converge for any
given element of &(R). For example, the constant function ¢(x) =1 belongs to &(R),
but the sum in (2.9) does not converge for this test function.

In these examples we see that elements of &’(2) have compact support, while distri-
butions with non-compact support do not appear to make sense when applied to elements
of £(Q). In fact this is a more general result:

Theorem 2.10. Suppose u € &'(Q). Then u € 2'() and u has compact support.
Conversely, suppose that w € Z(Q) has compact support. Then there exists a unique

u € &'(Q) such that
u[p] = u[e] for all p € 2(9).

We say that @ is the extension of u as a linear map on &(2).

Proof. Suppose u € &'(€2). We have already argued that v € 2’(€2) in a natural fashion,
so it remains to show that supp u is compact. By Lemma 2.9 there exists some compact

K cCcQand N € N, C > 0 such that:

lu[¢]] <C  sup |D%(x)|, forall ¢ € &(N).
z€K;|a|<N

Now suppose that supp¢ C @\ K. From the estimate above, we have that u[¢] = 0.
Thus suppu C K and we must have that suppu is compact.



38 Chapter 2  Distributions

Now suppose that u € 2'(2) has compact support. By Lemma 1.14 we know that
there exists x € C§°(£2) such that xy =1 on suppu. For ¢ € &(2), we define:

u[¢] = ul[x9].

This makes sense because x¢ is compactly supported in €, so u[x¢] is defined. If ¢; — 0
in &(€), then x¢; — 0 in Z(Q) (see Exercise 3.1). Thus @ € &’(2). We also note that if
¢ € 2(Q), then x¢ — x has support in Q \ supp u. Thus:

0=ulx¢—x] = a[d] — ulg),

so that @ and u agree on Z(Q). It remains to show that @ is unique. Suppose ¥ € &'()
satisfies

ulp] = v[¢] for all p € Z2(Q).
Let ¢ € &(Q2) be arbitrary. We can find ¢; € Z(Q) such that ¢; — ¢ in &(Q) (see

Exercise 3.1). We have, using the continuity of @, :

afy] = jli)ngo ul¢;] = jli)ﬂgo o[g;] = v[t].

Thus u = v, since ¥ was arbitrary. O

Exercise 3.1. a) Suppose that {¢;}52; C &((2) is a sequence such that ¢; — ¢
in &£(2), and x € Z(2). Show that

X¢; — x¢ in 2(Q).

b) Show that if ¢ € &(€2), then there exists a sequence {¢;}72; C Z(Q2) such
that ¢; — ¢ in £(Q).
[Hint: Take an exhaustion of 2 by compact sets and apply Lemma 1.14]

2.6 Tempered distributions

The final class of distributions that we shall consider are the tempered distributions. The
space of tempered distributions arises as the continuous dual of ., the Schwartz space of
rapidly decreasing functions. Recall that ¢ € .7 if ¢ € C*°(R") and for any multiindex
and any N € N we have:

suﬂg) |(1+|2))ND¢(z)| < 0.
zeR™

We say that a sequence {¢;}32; C . tends to zero if:

sup |(1 + |$|)NDO‘¢J-(J;)| -0
z€R™
for all N € N and all multiindices «.
We define .’ to be the continuous dual space of .. That is to say, u € . if
u : % — C is a continuous linear map. Since the topology of . can be induced by a
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metric, again sequential continuity is equivalent to continuity. For a linear map v : .¥/ — C
to belong to ., it is enough that:

lim u[¢p;] — 0,
j—00

for any sequence {¢;}52; C . which converges to zero in ..

Lemma 2.11. Suppose u : . — C is a linear map. Then u is continuous if and only if
there exist N,k € N and C' > 0 such that:

lulg]] <C  sup  |(1+ )N D%(x)|,  for all ¢ € .7. (2.10)

z€R";|a|<k

Proof. See Exercise 3.2 O
Example 11. i) Suppose f € L}, (R™) and there exist C >0, N € N such that
[f@)] < C+ |z,
Then Ty € '

it) The map:

O e'x‘qu(:L‘)d:U
Rn

does not define a tempered distribution.

iii) For ¢ € C*°(R), and N € N we set:

o0

ulg] = > mNe(m).

m=—00
The sum converges for ¢ € .7, and defines a tempered distribution.

From these examples, and Lemma 2.11, we see that the tempered distributions are
those that don’t grow too much near infinity.

Exercise 3.2. a) Prove Lemma 2.11.
[Hint: You should arque in a similar fashion to the proof of Lemma 2.9/

b) Show that we have the inclusions:
E'R") c S Cc ' RY).

Exercise 3.3. Let {a;}72; C R be a sequence of real numbers. Define for
¢ € C*(R):

ulg] = a;é())
j=1

provided that the sum converges. Give necessary and sufficient conditions on a;
such that:
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a) u e &'(R).
b) ue ..
c) ue Z'(R).
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