Chapter 2

Integration

At school, and in your methods courses last year and this, you will have been introduced
to the integral. Typically, it is introduced as ‘an inverse operation of differentiation’. In
practice, to integrate a function f : R — R, we try and find an F' : R — R such that
F'(x) = f(x). We call F the antiderivative (or indefinite integral) of f, and write:

b
/ f(t)dt := F(b) — F(a).

For many of the functions that you are familiar with, this approach is fine. We
have a catalogue of antiderivatives, and can follow this algorithm. When we want to
make statements about general functions f, things become more difficult. We need a
better definition of the integral, one which we can use even if we’re not able to find an
antiderivative. The basic idea that we shall pursue is the following:

b
/ f(t)dt := ‘The area under the graph of f between a and b’.

It will turn out that we can make sense of the area under the graph of f for a reasonably
large class of functions. The approach we shall take will lead us to a definition of the
integral known as the Riemann integral (strictly we shall use the Darboux integral, but
the two are equivalent). It is not the only possible definition of an integral. If you take the
course M3P19 Measure and Integration you will be introduced to the Lebesgue integral,
which for many problems in analysis is more powerful.

The basic idea will be to split the region under the graph of f up and approximate
the area by sufficiently narrow rectangles, as shown in Figures 2.1, 2.2. We will estimate
the area from above by considering rectangles whose tops lie above the graph, and we will
estimate the area from below by considering rectangles whose tops lie below the graph.
For a ‘reasonable’ function, these two estimates should get closer and closer as the size of
the rectangles shrinks to zero. Of course, since this is an analysis course, we will need to
be precise about notions like ‘closer and closer’ and ‘reasonable’ in this context.
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Figure 2.1 Estimating the area under a graph from below with rectangles

2.1 The Darboux integral on R

The basic idea of our definition of the integral has been spelled out above, but we will
need to spend a little bit of time setting up some machinery first in order to make our
definition precise.

2.1.1 Partitions of an interval

Throughout this section, we will be working on a finite interval I := [a,b] C R. A partition,
P, of the interval I is a finite sequence of numbers P := (x, ..., xy) satisfying:

a=x0 <21 < ...<Tp_1 <zl =0.

Given a partition, we can break the interval I up into segments [z, z;41] which overlap
only at their endpoints. We call these segments subintervals. We denote the length of the
n*" subinterval by Axj, ie.

ij:gj'j+1—$j7 ]:O,,k—l

Notice that we don’t require the subintervals to all have the same length. The mesh of a
partition P = (x¢ ..., x)) is the length of the longest subinterval:

mesh P:= max Az;= max (z;41—x;).
j=0,k—1 7 j:O,...,kfl( I+ i)

Given two partitions, P, Q, we say that Q is a refinement of P, or Q refines P if
every point of P is also a point of Q. In this case, we write P < Q.
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Figure 2.2 Estimating the area under a graph from above with rectangles

Lemma 2.1. Given two partitions, P, Q, there is a unique minimal partition R such
that P < R and Q@ X R. R is minimal in the sense that if R' satisfies P < R’ and
Q <R/, then R <R

Proof. Given P := (xq,...,xx) and Q = (yo,...,¥;), we simply take R to be the set
{zo,..., %k, Yo, - ..,y } with any duplicates deleted and re-ordered as appropriate to give
R = (z0,...,2m). This certainly gives a refinement of both P and Q, and moreover it is
minimal, as any other partition which refines both P and Q must contain all the points
of R and hence must refine R. [

We call R as constructed above the common refinement of P and Q. Figure 2.3 shows
a sketch of the common refinement of two partitions.

xo 1 Tk Yo Y1 Ui

K—2X X X

zZ0 R1 22 Zm

A2
K —XK—K—2X—2%—22X K—2X X

Figure 2.3 The common refinement R of two partitions P, Q.
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2.1.2 Upper and lower Darboux integrals

Now, let us consider a bounded function f : [a,b] — R. It is helpful for visualising things
to think of f as continuous to begin with, but we will not make that assumption. Given

a partition P = (xq, ..., x)) of the interval [a,b], we introduce the numbers:
mj:= inf  f(x),
z€lrj 2 41]
M;:= sup f(x),
z€[zj,a541]
for j =0,...,k — 1, which are respectively the greatest lower and least upper bounds

on f in the interval [z;,2;41]. Since f is bounded, these are all finite and well-defined.
Next, we introduce the lower and upper Darboux sums of f with respect to P:

k—1

L(f,P) = m;Az;
7=0
k—1

U(f,P) = MjA:Bj.
§=0

Recall that Az; = (41 — x;) is the length of the interval [z, z;11], so each term in the
sum represents the area of a rectangle with base Ax; and height m; (resp. M;). The
geometrical picture describing these sums is given in Figures 2.1, 2.2. In both cases,
the sums represent the area of the rectangles, which in the case of the lower sum under
estimates the area under the graph and in the case of the upper sum over estimates the
area under the graph. In this discussion, we have assumed that the graph lies above the
axis. In the case where it doesn’t, we understand ‘area’ to be negative when it’s below
the axis.
Since mj < M; for all j = 0,k — 1, we certainly have:

L(f,P) <U(f,P)

We expect that the area under the graph of f should lie somewhere between these two
bounds. We also expect that a more refined partition should estimate the area more
accurately. We can make this precise with the following theorem, which is really the
crucial result of this section.

Theorem 2.2. Let f : [a,b] — R be bounded. Suppose that P, Q are partitions of [a,b]
with @ a refinement of P. Then:

L(f,P) < L(f,Q) <U(f,Q) <U(f,P).

Proof. Suppose first that P = (zo,...,zx) and Q = (xo,..., T}, ¢, Tj41,...Tk), so that
P and Q differ only in that a single subinterval [x;, z;41] has been split into [z, ¢] and
[c, £141]. From basic properties of the infimum, we have:

inf f(z)> inf f(z), and inf f(z)> inf f(x).

z€[xy,C] T z€lx Ty z€[c,zi41) x€[zy,z41]
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Now, if we take the difference of the lower sums associated to P and Q, then the only
terms which will not cancel will be those involving the subinterval [x;, z;41]:

L(f,Q) = L(f,P) = (c—x) inf f(z)+ (zip1—c) inf f(x)

z€[zy,C] z€lc,xi41]
— (@41 — ) inf  f(x)
xG[xl,ml+1]
> (c—a) + (@1 — ) = (w1 — )] inf  f(2),
x€[T),Ti4+1]

> 0.
Thus we have:
L(f,P)<L(f,Q).
Now, note that by Exercise 4.2 a), we have U(f,P) = —L(—f,P), so that:
so that we have established

L(f,P) < L(f,Q) <U(f,Q) <U(f, P).

in the special case where P = (zg,...,x) and Q = (x¢,..., 2, ¢, T141,...2%). For the
general result, we observe that if P < Q then we can obtain Q by inserting a finite
number of points into P, and we can apply our special case result at each stage to obtain
the general result. O

Corollary 2.3. Let f : [a,b] — R be bounded. Suppose P, P’ are any two partitions of
[a,b]. Then:
L(f,P) <U(f,P').

Proof. Let Q be the common refinement of P, P’. Then by Theorem 2.2 we have:
L(f,P) < L(f,Q) < U(f,Q) < U(f,P),
which gives the result. O

Exercise 4.1. Let A C R"™, suppose f,g: A — R are bounded, and let A > 0. Show
that:

a) sup —f(x) = — inf f(x), f) ;22)‘1‘?(5”) = )‘gggf(ﬂf)v
zEA] €A

b) xlrelg —f(x) = —ilelgf(.%‘), g) ilelgf(x) < 21613 |f ()],

) SN = A ), ) |int £(2)] < sup ()]

d) sup (f(z) +g(z)) < sup f(z) + sup g(z),
€A €A €A

) inf (f(z) +g(x) = inf f(z)+ inf g(a)
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Exercise 4.2. Let [a,b] C R be any finite interval and P be any partition of [a,b].
Suppose f,g : [a,b] = R are bounded functions, and that A > 0. Show that:

a) U(=f,P) = —L(},P), d) L(Af,P) = AL(f,P),
b) L(=f,P) = -U(f,P), e) U(f+9,P) <U(f,P)+Ul(g,P),
c) U, P) = AU(f,P), f) L(f +9,P) = L(f,P) + L(g, P).

Exercise 4.3. Suppose that P < Q. Show that:

2.1.3 The Darboux Integral

We are now ready to define the integral:

Definition 2.1. The lower and upper Darboux integrals are defined as follows:

b b
/af(x)dac = 8171)p L(f,P) /a f(z)dx := i%f U(f,P)

where the supremum and infimum are taken over all partitions of [a, b]. By Corollary 2.3

we have that:
b b
/ f(x)da < / f(z)dz.

We say that a bounded function f : [a,b] — R is Darbouz integrable, or simply integrable,!
if it is bounded, and the upper and lower Darboux integrals are equal. In this case, we

write: _
/abf(x)dac - /abf(x)dac—/abf(ac)dm.

Notice that the lower and upper Darboux integrals are always well defined for a
bounded function f.

As a notational convention, x appears in the integral as a ‘dummy variable’. We can
replace x with any other letter and the meaning is unchanged:

/abf(x)dx = /abf(t)dt = /abf(a)da, ete.

Example 2.1. Suppose f : [a,b] — R is the constant function f(x) = ¢. Then we find,
for any partition P that m; = M; = ¢ and so:

k-1 k-1
L(f,P)=U(f,P) =) cAzj=c) (rj11— ;) =cla—Db).
j=0 §=0

'If you continue with your study of analysis you will discover that there are other inequivalent
definitions of integrability, in which case one has to distinguish what type of integrability one refers to.
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as the sum is a telescoping sum. Thus f is integrable and:

/: f(z)dz = c(a —b).

Example 2.2. Suppose f:[—1,1] — R is given by:

r@={y 520

For I € N, let us consider the partition of [~1,1] given by P; = (—1,—-27271). For
the intervals I= [—1, —27!], [27¢, 1] we have that:

Sup f(z) = inf f(z) =0,

so these intervals do not contribute to either the upper or lower sums. For the interval
I =[-271 271 we have:

inf f(z) =0, supf(z)=1, Az=2"1
zel zel

so that:
L(f,P)=0, U(f,P)=2""

We conclude that?:

Tl 1
/ fx)de =inf U(f,P) <0, / f(x)dx =sup L(f,P) > 0,
1 P J-1 P

/_llf(x)dx < /abf(x)dzn,

we deduce that f is integrable, and

from which, since:

1
/ f(z)dz = 0.
-1
Example 2.3. Consider the Dirichlet function f:[0,1] — R:

ro={y 58

If I C [0,1] is any interval of positive length, then sup,c; f(x) =1 and infe;r f(z) = 0,
so that for any partition P we have M; = 1, m; = 0. We conclude that:

L(f,P)=0, U(f,P)=1.

Thus, we see that this function is not integrable.

2Note carefully that we cannot immediately conclude that both are zero.
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An important property of the integral is that it is linear:

Theorem 2.4 (Linearity of the integral). Suppose that f : [a,b] = R and g : [a,b] — R
are both integrable, and that A € R. Then f + Ag is integrable and we have:

/ab (f(z) + Ag(z)) do = /ab flx)dx + )\/abg(x)dx.x

Proof. We shall proceed in two stages: first we will show that if ¢ is integrable, then so is
—g. Then we will establish that f + Ag is integrable for A > 0. The full result will follow
from combining these two facts.

1. Note that for any partition, L(—g, P) = —U(g, P), which implies:

b b
/ — g(x)dx = sup L(—g,P) =sup —U(g,P) = —ing(g,P) = —/ g(x)dx
a P P a

Similarly,

b b
/ — g(z)dx = i%f U(-g,P) = i%f —L(g,P) = —supU(g,P) = —/ g(z)dz,
a P a

so that —g is integrable and:

/ab —g(z)dz = — /abg(x)dx.

2. Now, suppose A > 0, then for any partition P, we have by Exercise 4.2 that:
L(f,P) + AL(g,P) < L(f + Ag,P),
From the definition of the supremum we of course have:

L(f+Xg,P) < Sup L(f + Ag, Q),

so that:
L(f,P)+ AL(g,P) <sup L(f + Ag, Q).
Q

Now, suppose that P, P’ are any two partitions and R is their common refinement.
Then
L(f,P) + AL(g,P') < L(f,R) + AL(g, R).

Putting these estimates together gives:

L(f,P) + AL(g,P') < Sup L(f + \g, Q),

for any pair of partitions P, P’. Taking the supremum over P, P’ we have:

sup L(f,P) + Asup L(g,P’) < sup L(f + \g, Q),
P P Q
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or equivalently:

/ f(z dx—l—)\/ da:</ [f(x) 4+ Ag(x)] d.
Applying this estimate to —f and —g we have:
sup L(—f,P) + Asup L(—g,P') < sup L(— (f + Ag) , Q)
P P! )
which implies:
sup —U(f,P) + Asup—U(g,P’) < sup—U(f + Ag, Q)
P P 1o}
and thus:
—ifU(f,P) = AinfU(g, P') < —inf U(f + g, Q)

so that:

[ 1 giar < [ s [ g

Since by definition:

/abm )+ Ag(z / 2) + Ag(2)] dz,

we conclude that

b T b b b
[ 8@+ @ do = [ (1) + 2@ de = [ o+ [ gy,

which is the result we require. Combining these two cases gives the general result.

O]

Before we establish some further results concerning integrable functions, we need a
useful lemma.

Lemma 2.5. A function f : [a,b] — R is integrable if and only if for any € > 0 there
exists a partition P such that:

U(f,P)—L(f,P) <e. (2.1)

Proof. Note that if P is any partition, from the definition of the supremum and infimum
we have:

SWpL(f,Q) > L P), iU/, Q) <U(.P)
Combining these two inequalities, we have that for any P:

0<infU(/, Q) —SgpL(ﬁ Q) <U(f,P) - L(},P)
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Now suppose that for every e > 0, there exists a partition P such that (2.1) holds. Then

for any € we have:
0< iIéfU(f, Q) —sup L(f, Q) <,
Q

which implies (since € is arbitrary):

ey b
0=infU(£.Q) ~sup (£, Q) = [ @i [ sa)aa

so that f is integrable.
Conversely, suppose that f is integrable, so that infgo U(f, Q) = supg L(f, Q) = I.
Then from the properties of the supremum and infimum we can find P, P’ such that:

U(f,P) <I+§, L(f,P) >I—§

Taking R to be the common refinement of P, P’, we deduce:

ULR)<I+5,  LUR)>1-3,

which implies:
U(faR) - L(fv,R’) <€
O
Note that by Exercise 4.3, if P satisfies (2.1), then so does any partition Q with
P < Q. This formulation is often more useful to actually work with, as we shall now see,

when we consider additivity of the integral. It is important to know that if we break up
an interval into two or more subintervals, then the integral behaves as we would expect.

Theorem 2.6 (Additivity of the integral). Suppose f : [a,b] — R, and let ¢ € (a,b).
Then f is integrable if and only if f][ad and f’[c,b] are integrable, and:

/abf(x)da::/acf(x)dx+/cbf(x)da:.

Proof. 1. First suppose f : [a,b] — R is integrable. Fix € > 0. By Lemma 2.5 there
exists a partition of [a,b], P such that:

U(f,P)—L(f,P) <e.

By refining P by adding the point c if necessary, we can assume that ¢ is an endpoint
of P, so that:
P = (2o, . X, CT1g1y- -, Th)-

We have, by Exercise 4.5

=

~

3
I

L( fliaq > Pr) + L(fliep » Pr),
U(f773) = U(f‘[a7c] aPL) + U(f|[c7b] 7PR)a
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where
Pr = (xo,...,27,0), Pr=(¢,Ti11,--,Tk).
We obtain:
Ul Pe) = LS lpag s P)| + [V liesy s PR) = LS 1oy Pr)
= U(f,P) - L(f,P) <e

Now, both terms in square brackets are non-negative, so we conclude that:

U(f’[a,c} 7PL) - L(f|[a7c] 7PL) <¢, U(f|[c’b] 7PR) - L(f’[qb] 7PR) <e¢,
which implies that indeed f |[a,c] and f |[c,b] are integrable.

. Now conversely, suppose f |[a7 q and f |[C,b] are integrable. Fix ¢ > 0. Then there
exist partitions P, of [a, c] and Pg of [¢, b] such that:

€ €
U(f’[a,c} 77DL) - L(f‘[a,c] 7PL) < 57 U(f‘[c,b} 77DR) - L(f’[c,b] 7PR) < 5

Now, we form a partition P of [a,b] by concatenating P, and Pr. We again have
that:

L(f,P) = L(fligq Pr) + L(flicp » Pr),
U(f,P)=U(fliaq-Pr) + U(flicp)» Pr);

SO
U(f,P) = LS P) = U0y Pr) = L(fljag s Pr)]
- [U(f’[c,b] s PR) = L( flieyy ,pR)] e

Which implies f is integrable. We further deduce that:
b
| 1@ UWP) = Uy P+ U(flesy P

< /acf(x)da:+ /cbf(x)dx—i-e,

Similarly, we have:
b
[ @ = L5 P) = Loy Pi) + LSy Po)

> /acf(l')dl‘—l-/cbf(l‘)d:l? — €.

Since € > 0 is arbitrary, we conclude that:

/abf(x)dx:/acf(a:)dx—i—/cbf(x)dx. 0
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It is useful to extend slightly our definition of the integral to allow for the case where
a > b. This is purely a convention, but we define:

/ab f(x)dx == — /baf(:lr)dx for a > b, /aaf(m)dx — 0.

The next Lemma we shall require is slightly technical, but important.

Lemma 2.7. I[f ACR", and f: A — R, then:
. < . .
sup |f ()] — inf [f(2)] < iggf(ﬂf) inf f(z)

Proof. We consider three possible cases:

a) f(z) >0 for all z € A. In this case, |f(z)| = f(x) and we have
suplf(a)| = inf £ (2)] = sup f(x) ~ inf F(z).
b) f(xz) <O0forallz € A. In this case, |f(x)| = —f(z) and sup,c 4 | f(z)| = —infzea f(2),
infzea |f(z)| = —supgeq f(x) so again:

sup £ (z)| — inf |/ (x)| = sup f(z) — inf f(z),

c) Finally, suppose infyca f(z) < 0 < sup,c; f(z). Then

sup | ()] = max{sup f(z), — inf f(x)}
z€A €A z€A

where both terms are positive, and we have:

sup (x|~ inf |(2)] < sup £ (x)| < sup f(x) ~ inf, f(x)

O]

Theorem 2.8. Suppose f : [a,b] = R and g : [a,b] — R are both integrable. Then so is:

i) 111,
i) f?,
iii) fg.
Proof. 1) Fix € > 0. Since f is integrable, there exists a partition P = (xo, ..., xx) such
that:
k—1
U(f,P)—L(f,P)= Z sup  f(x)— inf  f(x)| Azj <e

=0 .Z’E[Jﬁj,xj+1} IE[SCj,SCj+1}
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Now let us estimate:

k—-17T
U(lfl,P) = L{f[,P) = sup  [f(z)| — inf |f(2)]| Az;
=0 :ve[:pj,wj+1] $€[$j,$j+1}
k—17T
< sup  f(x)— inf  f(x)| Az
=0 _xe[wj,l‘]url] xe[xj7xj+1]
<e€

where we have used Lemma 2.7 to go from the first line to the second. We conclude
that |f| is integrable.

ii) Since f is integrable, it is bounded, say |f(z)| < M. Note that:

[f(@)? = f)?| = |f () = fW)l|f(2) + F()] < 2M |f(2) — f(y)]-

Since this holds for any z,y, in particular we conclude that for any interval I C R:

sup f(z)” — inf f(y)* < 2M (sup O ;ggﬂy)) :

zel zel

Now, fix € > 0. Since f is integrable, there exists a partition P such that:

k—1
€
U(f,P)—L(f,P) = sup f(z)— inf f(2)| Az; < ———.
) 7 Jz:%LE[wMjﬂ] ) e€zj,@j1] (z) T 14 2M
We can estimate:
k—1
U P) = L% P) = swp @)’ — _inf  f@)?| Aa
=0 IG[IJ,ZJH TE€[T;,7;)41]

IA
DO

k—1
M [ sup  f(z)— inf f(x)] Ax;

j=0 Lz€lzjzjt1] 2€[w;j+1]
< 2M <
g o€ <€

We conclude that f? is integrable.

iii) Note that:
fo=1 (7 +97 ~(f ~9)]

Applying previous results, we can see that the right-hand side is integrable, hence so
is the left-hand side.

O
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Exercise 4.4. Let A C [-1,1] be a finite set, and let x4 : [-1,1] — {0,1} be the
characteristic function of A. That is:

1 T €A,
XA@Z{ 0 z¢A

Show that x4 is integrable, and:

/11 xa(z)dr = 0.

Exercise 4.5. Suppose that a < ¢ < b and suppose f : [a,b] — R is a bounded function.
Let P be a partition of [a,b] of the form:

P=(a,1,...,Tj—1,%] = C,T|41,--.,Tk—1,D).
and define Py, and Pg to be partitions of [a, ¢| and [c, b] respectively, given by:
Pr = (a,x1,...,21_1,¢), Pr=(c,xi11,--.,Tk_1,b).
Show that:
L(f,P)= L(f’[a,c} ,Pr) + L(f|[c,b] , Pr),
U(f,P) = U(flia,q>Pr) + U(flicy) » Pr)-
Exercise 4.6. Suppose f : [a,b] — R, g : [a,b] — R are integrable.
a) Show that:
(b—a) 1nf f(z / f(z)dz < (b—a) sup f(z).

z€a,b] z€[a,b]

b) Establish the estimate:

< (b—a) sup [f(x)]

z€[a,b]

c) Show that if 0 < f(x) for all = € [a, b] then:

0< /abf(mdx

d) Show that if f(z) < g(x) for all = € [a, b] then:

/: f(x)dz < /abg(:c)dq:

[ el < [ )

e) Prove that:
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Exercise 4.7 (*). Consider Thomae’s function f : [0,1] — R:

1 r = 07
f(z) = % T = % € Q, where hef(p,q) =1,
0 x ¢ Q.

Show that f is integrable.

2.1.4 Integrability of continuous functions

So far, we’ve only positively established that constant functions are integrable. Now we
shall establish the important result that all continuous functions are integrable. This
means that the set of all integrable functions is big enough to be interesting.

Theorem 2.9. Suppose that f : [a,b] — R is continuous on [a,b]. Then f is integrable.

Proof. Fix € > 0. Since f is continuous on [a, b], it is uniformly continuous. Thus there
exists 6 > 0 such that for all z,y € [a,b] with |z — y| < § we have |f(z) — f(y)| < ﬁe.
Pick a partition P = (o, ..., 2x) such that Az; < § for all j =0,...k—1. We can do
this by (for example) setting:

b—
zj=a+=—=j,  j=0...k

where k is chosen sufficiently large that (b — a) < kd. Now, by construction, for z,y €
[z, 2;41] we have:

€

1
|f(z) = f(y)] < m

which implies that:

1 1
sup  f(z)— inf f(z) < €< €.
xe[l‘j,ijrl] xe[xj7xj+1] 2(b - a) b—a
Now, we can estimate:
k—1
U(f,P)—L(f,P)= sup f(z)— inf f(x)| Ax;
=0 Lz€les @i z€lx),rji1]
k—1
€
< p i) =e
7=0

as we have a telescoping sum. Thus for any € > 0, we have found a partition P such that:
U(f,P) - L(fvp) <€,
which implies f is integrable. O

Remark. Note that for the proof to go through it is in fact sufficient for f to be uniformly
continuous on (a,b). In view of Example 2.2 we can always modify f at the endpoints
without affecting the integrability or the value of the integral.
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Exercise 5.1. Suppose that f : [a,b] — R is continuous on [a, b], and satisfies:

b
/ f(t)dt =0, 0 < f(z), for all z € [a,b].

a) Show that f(z) =0, for all x € [a, b].

b) Does the result hold if we do not assume f is continuous?

2.1.5 Riemann sums

While we’ve introduced a definition of what it means for a function to be integrable, and
we've defined the integral, in practice it is useful to introduce a slightly different approach
to find the integral, the Riemann sum. We will need to first refine slightly our criterion
for integrability.

Lemma 2.10. Suppose f : [a,b] — R is integrable. Then given € > 0, there exists § > 0
such that for any partition P satisfying mesh P < § we have:

U(f,P)—L(f,P) <e.

(*) Proof. Since f is integrable, we have |f(x)| < M for some M, and we know that
there exists a partition @ = (yo, . .., ym) such that:

U(f,Q) — L(f,Q) <

PR

Suppose that P is any partition satisfying mesh P < § and consider R to be the common
refinement of P, Q. Since a, b are common endpoints, there are at most m — 1 endpoints
of Q that are distinct from the endpoints of P. Therefore, at most m — 1 intervals in P
contain endpoints in Q. Those intervals of P which do not contain an endpoint in Q are
left unchanged in R. Let us consider:

L(va) —L(f,P)

Those terms in the sum involving intervals which are common to P, R will cancel. There
will remain at most 3(m — 1) contributions to consider. Each interval has length at most
0, and we have |f(x)| < M, so that the contribution to the sums from these intervals is
at most 3(m — 1)0M, so that we find:

L(f,R) — L(f,P) < 3(m — 1)6M < i

where we take § = An identical argument leads to the estimate:

€
20m(M=1)°

U(f,P) _U(f7R) <

= o

Now, since R is a refinement of Q, we have:
€
a9

LP) > LAR) 4 > L(£.Q) — § > U(£.Q) — 5

4
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and similarly
U(f,P) <ULR) + 5 <U(LQ) + 7 <L, Q) + 3,
so that we have:

U(f,P)—L(f,P)—€<L(f,Q)—U(f,Q)SO

which gives us that:

U(f,P) —L(f,,P) <€
for any P with mesh P < 4. O
Definition 2.2. A tagged partition (P, T) is a partition P = (z¢ ..., xx), together with a

choice of k points 7 = (g, ..., tx—1) such that ¢; € [, zj41] for j =0,...,k—1. The mesh
of the tagged partition is again the length of the longest subinterval, max;—o . x—1 Az;.

If f:[a,b] — R is an integrable function, we introduce the Riemann sum of f with
respect to the tagged partition:

el
|
—

R(f,P,T) = f(tj)ij

[
Il
o

Clearly, since for t € [z}, z;41] we have:
mj < f(t) < M;

we deduce:

L(f,P) S R(f,P,7) <U(f,P).

Theorem 2.11. Let f : [a,b] — R be an integrable function. Suppose ((P1,7));=g 1S @
sequence of tagged partitions with mesh Py — 0 as | — co. Then we have:

b
R(f,Pl,Tl)—>/ f(x)dx.

Proof. Fix € > 0. By Lemma 2.10 there exists 6 > 0 such that for any partition P
satisfying mesh P < § we have:

U(f,P)—L(f,P)<§.

Since mesh P; — 0 as | — oo, there exists N € N such that for all [ > N we have
mesh P; < 6, so we have:

b € b €
[ 1@ -5 <t m <RUPm <UGP) < [ S+,

which implies:

< €. O

‘R(f,n,m— / fa)
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Example 2.4. Let us use the Riemann sum approach to calculate:

1
/ xdx.
0

We know that f : x — x is integrable, because it is continuous. We will take as our
sequence of tagged partitions the uniform partitions with tags at the left endpoint:

12 (-1 12 [—1
Pl_<oal7l7'-'al71)7 Tl_<0alal7"'7l>

The Riemann sum is:

1 1 1 lil-1 1 1
R(f,Pi,m) = ]xl:Z]:X( )_1 1

We have that: )
1
R(f’ Pth) - 5= / zdx,
2 0

as [ — oo, which agrees with what we would expect from considering the area under the
graph.

Exercise 5.2. By choosing a suitable sequence of partitions to approximate the integral
by a Riemann sum, show that:
1
1
/ 22dr = .
0 3

Exercise 5.3. By rewriting the left-hand side as a Riemann sum, show that:
k—1

, k b1
lim = | ———dz.
koo = J2+k? o 1+2?

2.2 The fundamental theorem of calculus

Of course, when it comes to actually calculating integrals, you know that in practise the
best approach is to find the anti-derivative of the integrand. The fact that this procedure
works and gives the same answer as finding the area under the graph is non-trivial, and
goes by the name of the Fundamental Theorem of Calculus.

Lemma 2.12. Suppose that f : [a,b] — R is integrable, and define the function F :
[a,b] — R by:

Flz) = / " e,

Then F' is uniformly continuous on |a,b].
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Proof. Since f is integrable, by Theorem 2.6 the function F' is well defined. As f is
bounded, there exists M such that |f(z)] < M. For z,y € [a,b] we can estimate by
Exercise 4.6 b):

@) - Pl = | [ yf(ﬂdt‘ <lo—ylM

so if we take |z —y| < 1357, we have |F(z) — F(y)| < ¢, which is the statement that
F : [a,b] — R is uniformly continuous. O

Theorem 2.13 (Fundamental Theorem of Calculus). Suppose that f : [a,b] — R is
continuous, and define the function F : [a,b] — R by:

_ / "t

Then F' is differentiable on (a,b), and:

Proof. First note the following two facts, which hold for z,y € [a, b] with = # y:

F(y)—F(:z:):/yf(t)dt, yix Tt =1,

These results follow from Theorem 2.6 and Example 2.1 respectively.
Now fix € > 0 and x € (a,b). Since f is continuous at z, there exists § > 0 such that
if |y — x| < 6 we have |f(x) — f(y)| < e. Suppose y # x satisfies this condition. Let us

estimate:
1 Yy
-2 [lra- s
1

[ - s dt\

— f(z)

‘F@)—FQ)
-

:‘y_x

Now, for ¢ between z and y, we know that |z —t| < J, so |f(t) — f(z)| < ¢, and we can
further estimate:
[ rer=se

L [0 s -

y—x Iy—ﬂ
ly —z| sup [f(t) — f(z)] <e.
|y - x| te[z,y|
This is precisely the condition that:
Fly)— F
lim W = F@) gy =
y—a y—x

Remark. Again, it is actually sufficient for f : (a,b) — R to be uniformly continuous,
rather than requiring continuity on [a, b].
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An immediate corollary of this result is the following:

Corollary 2.14. Suppose that f : [a,b] — R is continuous and that F : [a,b] — R is
continuous on [a,b], differentiable on (a,b) and satisfies F'(x) = f(x) for all x € (a,b).
Then:

b
/ F(t)dt = F(b) — F(a).

Proof. Define the function G : [a,b] — R by:

Glz) = / " Fyt.

By the previous Theorem we have that G is continuous on [a, b], differentiable on (a,b)
and G'(z) = F'(x) for x € (a,b). By the Mean Value Theorem we have that:

F(z) =G(z)+C,
for some constant C' € R (See Exercise A.6). We calculate:
F(b) = F( G(a)

o) = G(b) —
b a
_ / F(t)dt — / F(t)dt

- / b F(t)dt.

This justifies the usual calculations that one does when computing integrals: it is
enough to find an anti-derivative and then evaluate it at the endpoints of the integral.

O

Exercise 5.4. Define f: [-1,1] — R by:

0 <0,
1 z > 0.

flz) =

a) Show that f is integrable, and compute:
F(x) :/ f(t)at
-1

b) Show that F': [—1,1] — R is not differentiable at z = 0.

Exercise 5.5 (*). Suppose f : [a,b] — R is integrable and that F' : [a,b] — R is
continuous on [a, b], differentiable on (a,b) and satisfies F'(z) = f(x) for all z € (a,b).

a) Let P = (zo,...,x) be a partition. Show that for each subinterval [z}, x;;1] with
j=0,...,k —1 there exists t; € [x;,2j41] such that:

F(zj11) — F(zj) = f(t;)Az;.
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b) Show that for the tagged partition (P, ) with 7 = (fo,...,tx—1) we have:

R(f,P,7) = F(b) — F(a).

c¢) Deduce that the assumption in Corollary 2.14 that f is continuous may be weakened
to integrability.
2.2.1 Change of variables formula

We can use the Fundamental Theorem of Calculus to prove a useful result, sometimes
called the change of variables formula or substitution formula.

Theorem 2.15. Let I := [a, (], I3 := [7,0] be finite intervals. Suppose that ¢ : I —
(v,9) is a differentiable function with ¢’ continuous on (c, B). Suppose that f : Iy — R is
continuous. Then if [a,b] C («, B):

o(b) b
/’f@ﬁzjﬂMWMWt
¢(a) a

Proof. Since f(t) is continuous, by Theorem 2.13 there exists F : [y,d] — R with F'(z) =
f(z) for all = € (v,0). By the chain rule, we have that the function F o ¢ : [, 8] — R is
differentiable on (a, ), with:

(Fod) (x) = F'(é(2))¢(x),  forallw e (a,B).

We now apply Corollary 2.14 to find:

b b
/fwmwwﬁz/uwwww
— (Fo)(b) - (Fod)(a) = F(6(b)) — F(o(a))

o0t
_ / F(t)dt. 0
#(a)

The slight subtlety regarding the domains of definition in the statement of the theorem
above is due to the fact that we need to ensure that ¢’ is continuous on the closed interval
[a,b] in order to conclude that the product f(4(t))¢’(t) is integrable on this interval, and
to allow us to invoke the Fundamental Theorem of Calculus in the form that we have
proved it.

Exercise 5.6. a) By making the change of variables given by ¢(t) = %, show that:

b 1 1/a 1
[ [
L1+t p 1+t

for 0 < a<b.
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b) Setting a = —1,b =1 in the above formula, we obtain:
1 1
1 1
——dr = — ——dx.
/11+$2x /11+(E2x

Exercise 5.7 (*). Let I} := [«, (], I2 := [, d] be finite intervals. Suppose that ¢ : I} — I
is continuous on I, and differentiable on («, 8) with ¢’ integrable on I;. Suppose that
f I — R is continuous. Show that:

What has gone wrong?

o(B) B
/ F(t)dt = / F(6(0)d (1)dt.
() ot

2.3 Interchanging limits

It is often the case that we wish to interchange various limits with integrals. For example,
suppose that we have a sequence of integrable functions f; : [a,b] — R such that f; — f
in some appropriate sense. When can we say that:

b b
lim / fi(x)dx :/ f(x)dx?
J]—00 a a

We have to be cautious in situations like this. Integration is a limiting operation,

and experience teaches us that interchanging different limiting operations can lead to
difficulties.

2.3.1 Pointwise convergence does not commute with integration

For j € N, consider the function f; : [0,1] — R given by:

24z 0<z<27,
file) =4 27 (2—2z) 277 <xz<2°U-D
0 z>2-0-1)

For each j, the graph of this function is an isosceles triangle, with base of length 2~ —1)
and height 27. Therefore, we have:

1
/ fi(x)dz = 1.
0
However, we have that for all x € [0, 1]:

lim f;(z) = 0.

J—00
This is an example of a sequence of integrable functions for which f;(z) — f(z) for all
x € [a,b], but:

tim | ' e / ' fla)de.

J—00

This tells us that in general, pointwise convergence does not commute with integration.
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Exercise 5.8. By modifying the example of Section 2.3.1, show that there exists a family
(fj)52o of integrable functions f; : [0,1] — R such that:

fi(x) =0 for all z € [0, 1],

1
/ fj(x)dx — oo.
0

2.3.2 Uniform convergence does commute with integration

while:

It may or may not surprise you to discover that the situation is much better if instead of
pointwise convergence we instead consider uniform convergence. From our previous work
we know that this would already be enough to rule out the bad behaviour inherent in our
previous example.

Theorem 2.16. Suppose that (f;)2, is a sequence of integrable functions f : [a,b] — R
such that f; — f uniformly on [a, b]. Then f is integrable, and

lim fz dx—/f

1—00

(*) Proof. 1. Fix € > 0. By the uniform convergence of (f;)2, to f, there exists
N € N such that for any ¢« > N we have:
€

|fi(z) — f(@)] < 206—a)’

for all z € [a,b]. Henceforth assume ¢ > N. Now, if I C [a, b] is any subinterval, we

have that:
sup f(z) = sup (f(z) — fi(x) + fi(z))
xzel zel
<sup (f(x) — fi(x)) 4 sup fi(x)
xel zel
=SSR HO 55—y

From here, we conclude that for any partition P:

k—1
U(f,P) = sup  f(x)Ax;
j=0 r€[z5,m541]
k—1 i
< sup  fi(z) + Az;
j=0 Lz€lzjzjt1] 2(b—a)
k—1
= (fz? x]+1 - 37]
]20
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Taking the infimum over P and using that f; is integrable, we conclude:

/abf(x)da: < /ab fi(z)dz + g < /ab fi(z)dx + €.

2. Similarly, if I C [a,b] is any interval, we have that:
inf f(xz) = inf (f(2) = fi(w) + fi(2))
> inf (f(x) = fi(x)) + inf fi(z)

. €
= b fil*) = 5oy

so that:
€

L(f.P) 2 L(i,P) - 5.

and taking the supremum, we have:
b b € b
/ f(x)dx > / fi(z)de — = > / fi(z)dz — €.
Ja_ a 2 a
3. Putting this together, we have:

/ab fi(z)dx —e < /abf(ac)d:c < /abf(x)dx < /ab filz)dz + €

from which we first conclude:

0< /abf(x)daz - /abf(a:)da; < 2.

Since € is arbitrary, we must have:

/abf(m)dx:/:f(z)dx:/abf(x)dx

and f is integrable. Moreover, we have:

b b
/ fz‘(x)dm—/ f(z)dz| < e,
so indeed:
b b
i [ fie)da = [ o -

In Theorem 1.3, we established that if (f;);2, is a sequence of uniformly continuous
maps f; : (a,b) — R such that f; — f uniformly, then f : (a,b) — R is uniformly
continuous. We are now in a position to extend this to the situation where the f;’s are
differentiable functions, provided the derivatives also converge uniformly.
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Theorem 2.17. Suppose (f;)52, is a sequence of uniformly continuous, differentiable
maps f; : (a,b) — R such that each f! : (a,b) — R is uniformly continuous. Suppose
further that:

uniformly as i — co. Then f is differentiable on (a,b) and f' = g.

Proof. Let us pick ¢ € (a,b). By Corollary 2.14, we may write:

X
@)~ file) = | fito.
C
Now, since f; converges uniformly (hence pointwise), as i — 0o we have:

fi(z) = fi(c) = f(z) — f(o).

Further, since the convergence of the f/ is uniform we know that g is continuous, and by
Theorem 2.16 we have:

lim ’ fl(z)dx = /Z g(t)dt,

=00 J.
so that: .
f@) = 1)+ [ gty
Applying Theorem 2.13, we have that f is differentiable on (a,b) with f' = g. O
It is clear that we can iterate this result to show that if fi(m) — gm form=20,...,k,

then f := go will be k—times differentiable and f(™ = g,,. Combining these results with
the Weierstrass M —test we have:

Corollary 2.18. Suppose that (a;)32, is a sequence of real numbers a; € R, and suppose
there exists r > 0 such that the sum

e .
>
1=0

converges. Then the power series:

(0.9}
flx) = Z a;z'
i=0
converges uniformly to a smooth function on the interval (—r,r), and we can differentiate

under the sum.

Proof. We already know from Corollary 1.8 that the sum converges uniformly. We need
to show that f(z) is smooth. Fix k € N and consider the partial sums
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for j > k. These are smooth on (—r,r) with:

i
(m) _ & el—m
S; (@) —;(i_m)!azx ,

for m < k. Let us pick p with 0 < p < r. If z € [—p, p], then we have:

il i—m il icm _— —m | (PY A i i
mﬂﬂ < Gi—m) lai| p"™™ < p (;) G—m) lai| " = ilai| ",
where
i
)\i = pim <B> D E—— v —0
r/ (i—m)!

as i — 00, since p/r < 1, and i!/(i — m)! is a polynomial in 7, so eventually is beaten by
the exponential that it’s multiplied by. By the comparison test, we have that

0 .
Z /\i ]az\ T‘l
=0

converges, so by the Weierstrass M —test, we deduce that S](-m) converges uniformly on
(—p, p), thus by the previous result, we have that f(z) is k—times differentiable on (—p, p),
and moreover:

f(m) () = Z (7;—i!7n)!aixim

=0

for m < k and x € [—p, p]. Since p<r and k were arbitrary, the result follows. O

2.3.3 Improper integrals

It is often the case that the integrals one wishes to consider do not fall into the class
allowed by our definition. Either the integrand, or the range of integration may be
unbounded. Typically the best approach to handle these problems is to consider limits of
problems that we do understand. We will give here a few examples of the situations that
can occur, and urge caution in working with them.

Example 2.5. Consider the integral:

|
—dx.
|

Since z — 22 is unbounded on the interval [0, 1], it is not integrable on this interval.
However, for any € > 0, it is integrable on [¢, 1]. We are perfectly justified in calculating:

'
/6 ﬁdx:2(1—\ﬁ).
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We therefore will define the improper integral:

1
1
/ fdx —11_1)1(1)/ ﬁdac:Q.

Of course, this sort of limit may or may not exist in general. For example:
|
/ —dxr = —loge >0 ase— 0.
x
€

In this case, we would say that the integral
1
1
/ —dx
0o T

Example 2.6. We can also consider integrating a function which is continuous and
diverges at a single point. For example:

1
1
/ ——dx.
-1 4/|z]

In this case we split up the integral into two regions as:

does not exist, or fails to converge.

/1\/|? /1¢y? m

and we demand that both the improper integrals on the right hand side exist in the sense
of Example 2.5. In this case, that is so by the previous part and we have:

1
1

/ L r=a

mvard

One must be careful here. This is a stronger condition than:

- 1 |
lim / d:n—{—/ dm)
ﬁO( -1 /|| e VIl

existing. For example, it is true that:

€1 |
lim (/ —dx —l—/ dm) =1lim0 =0, (2.2)
e—0 1z e T e—0

however since the limits:

: 1 : !
lim —dz lim —dzx |,
e—0 1z e—0 e T

do not exist, we say that the integral:
1
1
/ —dz (2.3)
1

does not converge. The expression (2.2) is sometimes called the Cauchy Principal Value
of the integral (2.3). Such quantities often arise naturally in complex analysis.
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Example 2.7. One also wishes to consider integrating over an infinite range, that is one
wishes to give meaning to expressions such as:

/0 " i)

This again is not covered by our definition of integration. We define the improper integral

to be:
00 R
/ f(x)dzx ;== lim / f(x)dz,

R—o0

if the limit exists. For example:

| L 1
/1 ﬁdac: lim ?dx: lim [I—R} =1.

R—oo /g R—o0

For a doubly infinite range, we define:

/_o; f@)d$=/; f(x)dx+/0°° f(x)da,

provided both improper integrals on the right hand side exist. Again, note that in general

the existence of the limit: "

lim f(x)dx

r—oo |_p
is a weaker condition than the condition that both ffoo f(x)dz, [ f(x)dz exist.

In all cases of improper integrals one has to be very cautious in applying the results
that we have established for the standard integral, as these may or may not be true
depending on the circumstances. The best approach is to explicitly reduce to the standard
integral, and then attempt to take a limit.

Exercise 6.1. Suppose that f : [0,00) — [0, 00) is a non-negative, continuous, monotone
decreasing function, and let N, M € Z.

a) Show that:
M+1

M
S fn) > / f(a)de.

—N N

3

b) Show that:

c) Establish the inequality:

M+1 M
[ s < 3t <50+ [ s

N N N
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d) Show that
> fn)
n=N

converges if and only if the improper integral:

/NOO f(x)dx

exists.
e) Show that the harmonic series:
>,
n=1 "
diverges.

Exercise 6.2. Let n € N with n > 2. By choosing a suitable partition to approximate

the integral:
n
/ log z dz
1
n—1

by upper and lower sums, show that:
Zlogk <nlogn—n+1< Zlogk
k=1 k=2

Deduce that:
nne—n—l-l < n! < (n+ 1)n+16—n‘

2.4 Examples and applications

2.4.1 Complex and vector valued integrals

In some circumstances we wish to integrate a function which maps some interval [a, b] to
C or alternatively to R™. We can incorporate this into our existing set-up quite simply.
Suppose f : [a,b] — C. Then we can write:

f(t) = u(z) +iv(z)
We say that f is integrable if both of the functions u,v : [a,b] — R are integrable, and

we write:
/f Dt = / (t)dt+i/abv(t)dt.

In a similar way, if f : [a,b] — R™, then we can write:

f(t) =e1f(t) +eaf? () + ...+ emf" (D)

where {e;}!", is the standard basis for R™ and f; : [a,b] — R are real valued functions
fori=1,...,m. We say that f is integrable if each f; is integrable, and we define:

b b b b
/f(t)dt:el/ fl(t>dt+e2/ f2(t)dt+...+em/ £t
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Exercise 6.3. Suppose f : [a,b] — R is integrable.

a) Show that if =,y € [a, b]:

@I = @I ] < D] @)
=1

where f(t) = e1 f'(t) + e f*(t) + - + enf™ (D).

b) Deduce that if I is any subinterval of [a, b]:

su 7@ - it 17wl <3 (supf ~inf 'y >)

zel yel

c) Prove that ||f|| : [a,b] — R is integrable.

Exercise 6.4. Let f : [a,b] — R™ be an integrable function, and write
F&) = exfH(t) +eaf?(t) + -+ emf™(1)

for f: [a,b] — R.

a) For a tagged partition (P, 7), show that:

R(f,P,7) = et R(f',P,7) + e2R(f*>, P, 7) + ... + emR(f™, P, 7)

b) Show that if ((P;, 7)), is a sequence of tagged partitions of [a, b] with mesh P; — 0,
then

b
R(f. Prm) — / f(@)dz

as | — oo.

c) Show that for a tagged partition (P, 7):

IR P, DI < RAALL P, 7).

abf(t)dtH </ ol dt.

Note that an identical argument shows that if f : [a,b] — C then:

/ bf(t)dt] < [rwla

d) Deduce that:

Exercise 6.5 (*).
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Suppose f,g,h: [a,b] — R™ are integrable. We define:

b
(F9) = [ O g@)dt, Sl = VD)
a) Show that:

(f,9)=1(9,1),  (f+hg =(f,9)+(hg), (Afg9)=A[9),
where A € R.

b) For t € R, show that:

If +tgll72 = I £]]72 +2t(f.9) + 2 ||gl|7> > 0. (2.4)

c¢) By thinking of (2.4) as a quadratic in ¢ and considering its possible roots, deduce the
Cauchy-Schwartz inequality:

()l < M f 2 Mgl e -
When does equality hold?

d) Deduce that:
1+ gllze < Aflle + Mgl -

2.4.2 (*)The spaces C*([a,b])

Recall that in Section 1.2.3, we defined the space C°([a,b]) to consist of all continuous
functions f : [a,b] — R, equipped with the norm function:

[ flleo = max |f(z)].
z€la,b]

We showed that this satisfied certain conditions analogous to those of the norm in
Euclidean space. We also defined Cauchy sequences with respect to this norm and showed
that they converge uniformly to a continuous function. We’re now in a position to upgrade
this definition to consider functions which have a certain amount of differentiability.

Definition 2.3. C*([a,b]) is the set of all k—times differentiable functions f : [a,b] — R
such that f is continuous on [a,b] and f™ : (a,b) — R is uniformly continuous for
m =1,...,k. We define a function ||-|| o« by:

k
Ifllex =" sup | (a)|.
m—0 T€(a,b)

for all f € C*([a,b]). We call ||-||cx the norm on C*([a, b]).

It is not immediately obvious, but for any f € C*([a,b]), we have that ||f||ox < oo.
This follows from the following Lemma:
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Lemma 2.19. Suppose f : (a,b) — R is uniformly continuous. Then f is bounded.

Proof. Since f is uniformly continuous, there exists ¢ > 0 such that if z,y € (a,b) with

|z —y| < 4§, then |f(x) — f(y)] < 1. Let
yj:a—l—%(b—a), ji=12,...,N

where N is sufficiently large that w < 6. Set M =max{f(y1), f(y2),...,f(yn)}. For
any x € (a,b) there exists some j such that |z — y;| < d, so we conclude:

@) = 1£@) = Flgg) + F)| < 1F(@) — Fa)l + 1) < 1+ M,
so f is bounded on (a,b). O
Lemma 2.20. The the norm on C*([a,b]) has the following properties:
i) For all f € C*([a,b]), we have ||f||or > 0, with ||f||co = 0 if and only if f = 0.
i) For all f € C*([a,b]), if a € R, then ||af]|qco = la| || f|lcx
i11) The norm satisfies the triangle inequality:

1f +9llee < Ifllco +llgllce, ¥ fog.€ CF. (2.5)

Proof. 1) It is clear that since each term in the sum defining || f|| & is the supremum of
a set of non-negative numbers, it must be non-negative, thus || f||-« is non-negative.
If || f||cx = 0, then in particular:

sup |f(z)| =0,

x€[a,b]
so that 0 < [f(z)| <0 and f(x) =0 for all x € [a, b].
ii) If a € R, then:

k
laflles = 3 sup |af™ \— sup [l |1 (@)| = lal |l cx -

mOEab mEab

iii) We estimate:

k

1f +glloe = 3 sup [£(@) + 9™ @) <3 swp (|#@)] + |o (@)
m—0 T€(a;b) m—0 *€(a;b)

k
< ) ()] + (m)
mz:() (xil(lapb) ‘f :Ezl(lapb) ‘g (x) ’)

—Z sup \f<m><x>1+i sup |g™(@)| =11l + llgllo-

_pz€(ab) _pz€(ab)

E

Here we have used the triangle inequality for |-|, as well as the fact that sup(a + b) <
sup a + sup b. O
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The observant reader will note that the proof here is almost identical to that of the
properties of the norm on C°([a, b]).
Now, we can give a definition of convergence in C*([a, b]) as follows.

Definition 2.4. A sequence (f;)32, of functions f; € C*([a, b)) converges to f € C*([a, b))
if the following holds: for any € > 0, there exists N € N such that if j > N, then

15 = fllex <€

A sequence (f;)52, of functions f; € C*([a,b]) is Cauchy if the following holds: for any
€ > 0, there exists N € N such that if 4,7 > N, then

Ifi = Fillex <€

Notice that since ||-|| o« is a sum of positive terms, we have in particular that:

[

o <l

for all m < k, so that if f; — f in C*, then in particular f](m) — (™) yniformly for each

m. Similarly, if (f;)72, is a Cauchy sequence in C*([a,b]), then (f](m)>éoo is a Cauchy
J:

sequence® in C%([a,b]) for each m < k.

Theorem 2.21. A sequence (f;)72 of functions f; € C*([a,b]) converges in C*([a,b])
if and only if it is a Cauchy sequence.

Proof. From the observations above, we see that (f;)72, converges in C*([a,b]) if and
only if (fj(m))éoo converges in C°([a, b]) for all m < k. By Theorem 1.6 we know that
j:
( fj(m)) , converges in C%([a,b]) if and only if it is a Cauchy sequence in C°([a,b]).
‘7:
Finally, we know that ( fj(m)> - is a Cauchy sequence. C%([a,b]) for all m < k if and
]:

only if (f;)72, is a Cauchy sequence in C*([a,b]). O

Thus the space C*([a,b]) has the property of completeness that we introduced in
Section 1.2.3 and so is another example of a Banach space.

3Strictly speaking, we should use the result of Exercise 3.6 to argue that a uniformly continuous
function on (a,b) extends to a continuous function on [a, b].
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