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\[ D = \sum_{i \in S} m_i D_i = \text{hyperplane arrangement of degree } d \text{ in } \mathbb{C}^n \]

\[ D = \{ f = 0 \} \text{ for some } f = \prod_{i} f_i^{m_i} \in \mathbb{C}[x_1, \ldots, x_n] \]

\[ D \text{ is central if } f \text{ = homogeneous} \]

\[ D \text{ is essential if } \cap_i D_i = 0 \]

\[ D \text{ is indecomposable if } f \neq g_1(u)g_2(t) \text{ for any choice of coordinates } (u, t) \text{ of } \mathbb{C}^n \text{ and any non-constant polynomials } g_1, g_2. \]
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The *combinatorics* of $D$:

- intersection lattice $\mathcal{L}(D) := \{ \cap_{i \in I} D_i \mid I \subset S\}$ with $\subset$;

- the codimensions $\text{codim} : \mathcal{L}(D) \to \mathbb{Z}$;

- the multiplicities $m_i$ of the hyperplanes $D_i$. 
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**Theorem (Orlik-Solomon 1980):** $D = \text{central} \Rightarrow$

$$H^*(V, \mathbb{C}) = \Lambda^* \left( \sum_{i \in S} C e_i \right) / \left( de_I \mid I \subset S \text{ linearly dependent} \right),$$

where if $I = \{i_1, \ldots, i_k\}$ then

$$de_I = \sum_{j=1}^{k} (-1)^j e_{i_1} \ldots \hat{e}_{i_j} \ldots e_{i_k}.$$
**Note:** $\pi_1(V)$ is not combinatorial (G. Rybnikov 1998).
**Note:** $\pi_1(V)$ is not combinatorial (G. Rybnikov 1998).

*Characteristic varieties* of local systems of rank one:

\[ \text{Characteristic varieties} \]
Note: $\pi_1(V)$ is not combinatorial (G. Rybnikov 1998).

Characteristic varieties of local systems of rank one:

$$R^i_j(V) := \{ \mathcal{V} \in H^1(V, \mathbb{C}^*) \mid \dim H^i(U, \mathcal{V}) \geq j \}$$
Note: $\pi_1(V)$ is not combinatorial (G. Rybnikov 1998).

Characteristic varieties of local systems of rank one:

$$\mathcal{R}_j^i(V) := \{ \mathcal{V} \in H^1(V, C^*) \mid \dim H^i(U, \mathcal{V}) \geq j \}$$

depend only on the homotopy type of $V$. 
Note: $\pi_1(V)$ is not combinatorial (G. Rybnikov 1998).

Characteristic varieties of local systems of rank one:

$$\mathcal{R}_j^i(V) := \{ \mathcal{V} \in H^1(V, \mathbb{C}^*) | \dim H^i(U, \mathcal{V}) \geq j \}$$

depend only on the homotopy type of $V$.

Conjecture: $\mathcal{R}_j^i(V)$ are combinatorial.
Note: $\pi_1(V)$ is not combinatorial (G. Rybnikov 1998).

Characteristic varieties of local systems of rank one:

$$\mathcal{R}_j^i(V) := \{ \mathcal{V} \in H^1(V, \mathbb{C}^*) \mid \dim H^i(U, \mathcal{V}) \geq j \}$$

depend only on the homotopy type of $V$.

Conjecture: $\mathcal{R}_j^i(V)$ are combinatorial.

Particular-case Conjecture: The Betti numbers of the Milnor fibers of $D$ are combinatorial.
Note: $\pi_1(V)$ is not combinatorial (G. Rybnikov 1998).

Characteristic varieties of local systems of rank one:

$$R^i_j(V) := \{ V \in H^1(V, \mathbb{C}^*) \mid \dim H^i(U, V) \geq j \}$$

depend only on the homotopy type of $V$.

Conjecture: $R^i_j(V)$ are combinatorial.

Particular-case Conjecture: The Betti numbers of the Milnor fibers of $D$ are combinatorial.

Still unknown even for a cone over a line arrangement in $\mathbb{P}^2$ with at most triple points.
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$U = \mathbb{P}^{n-1} - \mathbb{P}(D), \quad b_i(U) := \dim H^i(U, \mathbb{C})$.

In fact: $b_i(U) = b_i(V) - b_{i-1}(V) + \ldots + (-1)^ib_0(V)$.
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First few Schur polys: $c_1; c_2, c_1^2 - c_2; c_3, c_1c_2 - c_3, c_1^3 - 2c_1c_2 + c_3, \ldots$
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Fulton-Lazarfeld: For a globally generated vector bundle, Chern classes and Schur polynomials in these are nonnegative. □
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(2) Multiplier ideals: $\mathcal{I}(\mathbb{C}^n, cD)$

\[ \mathcal{I}(\mathbb{C}^n, cD) := \mu^* \mathcal{O}_Y (K_{\mu} - \lfloor c \mu^* D \rfloor) \]

Musta\c{t}a, Teitler:

$\mathcal{I}(\mathbb{C}^n, cD) = \bigcap_{Z = \text{dense edge}} I \lfloor c \cdot \text{mult} D (Z) \rfloor - \text{codim} (Z) + 1 Z$.

Jumping numbers:

$c \in \mathbb{R}^+$ such that $\mathcal{I}(\mathbb{C}^n, cD) \subsetneq \mathcal{I}(\mathbb{C}^n, (c-\epsilon)D) \forall \epsilon > 0$.

Theorem (B. - M. Saito):

Jumping numbers of hyperplane arrangements are given by explicit combinatorial formula.
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covering $\Rightarrow H^i(M_{f,0}, \mathbb{C})_\lambda = H^i(U, \mathcal{V}_\lambda)$. 
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Proof. Use local systems, Hirzebruch-Riemann-Roch, to reduce to intersection numbers on the minimal log resolution. □

(4) The topological zeta function (Denef - Loeser):

\[ \text{Z}_{\text{top}}^s := \sum_{I \subset \mathcal{L}(D)_{\text{dense}}} \chi(E_I^\circ) \cdot \prod_{Z \in I} \frac{1}{a_Z s + k_Z + 1}, \]

is combinatorial. Here \( E_I^\circ = \cap_{Z \in I} E_Z - \cup_{Z \notin I} E_Z. \)

Theorem (B. - Mustaţă - Teitler): The Monodromy Conjecture holds for hyperplane arrangements, i.e. \( c = \text{pole of } \text{Z}_{\text{top}}^s \Rightarrow e^{2\pi i c} = \)

eigenvalue of monodromy.
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(5) The *Bernstein - Sato polynomial* of \( f \), also called the *b-function*:

is the non-zero monic polynomial \( b_f \in \mathbb{C}[s] \) of minimal degree among those for which

\[
b(s) f^s = P \cdot f^{s+1}
\]

for some \( P \in \mathbb{C}[x_1, \ldots, x_n, \frac{\partial}{\partial x_1}, \ldots, \frac{\partial}{\partial x_n}, s] \).

**Example (Walther, 2003):** \( f = \) central generic hyperplane arrangement of degree \( d \) \( \Rightarrow \)

\[
b_f(s) = (s + 1)^{n-1} \prod_{j=n}^{2d-2} \left( s + \frac{j}{d} \right).
\]
n/d - Conjecture (B. - Mustaţă - Teitler):

If $f$ is a central essential indecomposable hyperplane arrangement in $\mathbb{C}^n$ of degree $d$, then $b_f(\frac{-n}{d}) = 0$.

Even this one root of $b_f$ is very useful:
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$$c = \text{pole of } Z_{\text{top}}f(s) \implies b_f(c) = 0.$$ 

However, producing roots of $b_f$ is very difficult.
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Cohomology ring $H^*(V, \mathbb{Z})$ of complement is still combinatorial:


Canonical log resolutions, log canonical thresholds, Monodromy Conjecture, ... ?
IV. Arithmetic

(1) The $p$-adic zeta function.

(Igusa)

$f \in \mathbb{Z}[[x_1, \ldots, x_n]]$;

$p$ = prime number;

$N_m(a) := \{ x \in (\mathbb{Z}/p^m\mathbb{Z})^n | f(x) \equiv a \text{ modulo } p^m \}$.

$P_f(t) := 1 + N_1(0) p^n t + N_2(0) p^{2n} t^2 + N_3(0) p^{3n} t^3 + \ldots$.

$P_f(t)$ is a rational function (Igusa).

$Z_p f(s) := p^{s - (p^s - 1)} P_f(p^{-s}) = \int_{\mathbb{Z}_p^n} |f(x)|^s dx$.
IV. Arithmetic

(1) The \textit{p-adic zeta function}. (Igusa)
IV. Arithmetic

(1) The \textit{p-adic zeta function.} (Igusa)

\[ f \in \mathbb{Z}[x_1, \ldots, x_n] ; \]
IV. Arithmetic

(1) The $p$-adic zeta function. (Igusa)

\[ f \in \mathbb{Z}[x_1, \ldots, x_n] \quad ; \quad p = \text{prime number} \quad ; \]
IV. Arithmetic

(1) The \textit{p-adic zeta function}. (Igusa)

\[ f \in \mathbb{Z}[x_1, \ldots, x_n] \ ; \quad p = \text{prime number} \ ; \]

\[ N_m(a) := \{ x \in (\mathbb{Z}/p^m\mathbb{Z})^n \mid f(x) \equiv a \text{ modulo } p^m \} \ . \]
IV. Arithmetic

(1) The \textit{p-adic zeta function}. (Igusa)

\[ f \in \mathbb{Z}[x_1, \ldots, x_n] \ ; \quad p = \text{prime number} \ ; \]

\[ N_m(a) := \{ x \in (\mathbb{Z}/p^m\mathbb{Z})^n \mid f(x) \equiv a \ \text{modulo} \ p^m \} \ . \]

\[ P_f(t) := 1 + \frac{N_1(0)}{p^n} \cdot t + \frac{N_2(0)}{p^{2n}} \cdot t^2 + \frac{N_3(0)}{p^{3n}} \cdot t^3 + \ldots \ . \]
IV. Arithmetic

(1) The $p$-adic zeta function. (Igusa)

$f \in \mathbb{Z}[x_1, \ldots, x_n] \quad ; \quad p = \text{prime number} \quad ;$

\[ N_m(a) := \{ x \in (\mathbb{Z}/p^m\mathbb{Z})^n \mid f(x) \equiv a \mod p^m \} . \]

\[ P_f(t) := 1 + \frac{N_1(0)}{p^n} \cdot t + \frac{N_2(0)}{p^{2n}} \cdot t^2 + \frac{N_3(0)}{p^{3n}} \cdot t^3 + \ldots . \]

$P_f(t)$ is a rational function (Igusa).
IV. Arithmetic

(1) The \textit{p-adic zeta function}. (Igusa)
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**Strong Monodromy Conjecture (Igusa):** $c = \text{pole of}$

$Z_f^p(s) \Rightarrow b_f(\Re(c)) = 0.$

All proofs for $Z_f^{\text{top}}(s)$ seems to translate well for $Z_f^p(s)$. 
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Poles of $Z^p_f(s)$ give asymptotics of $N_m(a)$.

**Strong Monodromy Conjecture (Igusa):** $c = \text{pole of}$

\[ Z^p_f(s) \quad \Rightarrow \quad b_f(Re(c)) = 0. \]

All proofs for $Z^{top}_f(s)$ seems to translate well for $Z^p_f(s)$. Hence, we also obtain the $p$-adic SMC for the hyperplane arrangement cases covered by BSY.
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Strong Monodromy Conjecture is known in addition for:

- irreducible plane curves (Loeser);

- nonresonant nondegenerate polynomials (Loeser);

- relative invariants of regular irreducible prehomogeneous vector spaces (Igusa, Kimura - Sato - Zhu);

- monomial ideals (Howald - Mustaţă - Yuen).
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~ THANK YOU! ~