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Abstract. In Part I, we formulate and examine some systems that have arisen in the study of the
constructible hierarchy; we find numerous transitive models for them, among which are supertransitive
models containing all ordinals that show that Devlin’s system BS lies strictly between Gandy’s systems PZ
and BST’; and we use our models to show that BS fails to handle even the simplest rudimentary functions,
and is thus inadequate for the use intended for it in Devlin’s treatise. In Part II we propose and study
an enhancement of the underlying logic of these systems, build further models to show where the previous
hierarchy of systems is preserved by our enhancement; and consider three systems that might serve Devlin’s
purposes: one the enhancement of a version of BS, one a formulation of Gandy-Jensen set theory, and the
third a subsystem common to those two. In Part III we give new proofs of results of Boffa by constructing
three models in which, respectively, TCo, AxPair and AxSing fail; we give some sufficient conditions for a
set not to belong to the rudimentary closure of another set, and thus answer a question of McAloon; and
we comment on Gandy’s numerals and correct and sharpen other of his observations.

0: Introduction

During the 1960’s, as knowledge of the constructible hierarchy advanced, pre-eminently through the work
of Jensen [J1] [J2], there was a drive to study various weak systems of set theory, all weaker than that of
Kripke—Platek. Those systems included A separation but weakened Aq collection in various ways, and their
purpose was to give a finer account of the growth of the constructible hierarchy. As is well-known, this move
has been extraordinarily fruitful.

Gandy [G] proposed four systems which he called PZ (for “predicative Zermelo”), BST’, BRT and PZF.
and which he proved to be strictly ascending in strength. Devlin in his treatise [Dev] proposed a further
system, which he called BS. We shall, starting in Section 1, introduce new names for those five systems and
others which have suggested themselves, but shall use the old in this introduction.

So, roughly, PZ is a weak base theory plus A separation. BS adds cartesian product to that. BST’ is
the result of adding an axiom of infinity to Gandy’s theory BST, of which the transitive models are precisely
the rudimentarily closed sets. BRT has what Gandy calls the bounded replacement axiom; and PZF has Ag
replacement, making it weaker than but close to and equiconsistent with the system of Kripke—Platek with
an axiom of infinity. We shall also look briefly at what Gandy would have called the bounded collection
axiom, and at our preferred formulation of the system of Kripke and Platek.

When, in the next section and later, we give precise formulations of systems, we shall put names of
systems and axioms in nine-point sans-serif type to indicate that it is our particular formulations that are
being discussed, as defined either in this paper or in [M2]. In our formulations we shall change some of
Gandy’s terminology and notation, since Gandy uses the term “basic” for the functions that Jensen called
“rudimentary”; and further Gandy studies two versions of the axiom of replacement, calling the one “basic”
and the other “bounded”, an unfortunate combination of adjectives as both begin with ‘b’. Therefore we
shall follow Jensen’s usage, often shortening “rudimentary” to “rud”, and shall use “RR” to name what
Gandy called the basic replacement axiom. We shall reserve the word “basic” for a proper subclass B of the
class R of rudimentary functions, namely those generated by composition from Gdédel’s functions F1, . .., Fs,
and we shall use “flat” where Gandy used “bounded” in naming axioms.

In discussing these systems it will, as in The Strength of Mac Lane Set Theory [M2], at times be necessary
to maintain a careful distinction between three levels of language, which we call the metalanguage, which is
English, the language of discourse, which is a language of set theory formulated with atomic predicates €
and =, and various object languages, again set-theoretical in nature, with atomic predicates symbolised by
€ and =. We use Fraktur lower case letters ¢, [, m, ... for concrete integers, which are quantified only in the
metalanguage, and the corresponding terms for them in the language of discourse. This visual aid may be
used to mark the distinction between a system T being able, for each £, to prove some statement ®(£) and
being able to prove Vk®(k).

Three areas of uncertainty in the choice of axioms

The above authors differ in their treatment of the scheme of foundation: Gandy makes no mention
of foundation in his formulations, whereas Devlin calls for the full scheme of foundation in his. Without
foundation, his system is intermediate between PZ and BST’. The question of the amount of foundation
possessed by a system is not idle: in our paper [M2] we showed that in terms of consistency strength Il
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foundation is in some cases strictly stronger than IT; foundation—see Metacorollary 9.21 and Metatheorem
9.34 of [M2]—and there is evidence that II; foundation is the “right” amount to have in formulating the
system of Kripke—Platek; see Corollary 1.22(ii) and Proposition 3.14 (ii’) of [M2]. The investigations of the
present paper suggest that II; foundation is also the “right” amount to have in these weaker systems.

A second area of uncertainty is the axiom of transitive containment, TCo, which asserts that every set
is a member of a transitive set. It was shown by Boffa [B1],[B2] that TCo is not provable in Zermelo set
theory: we give a new proof of that result in Section 12. TCo is, however, provable in our formulation of
Kripke-Platek.

Finally it is of interest to see to what extent the axiom of infinity can be avoided.

So our policy will be, at least initially, to exclude the “special” axioms of infinity and transitive contain-
ment from the general axioms of our systems, and explicitly to note each use of those special axioms as it
occurs. As for foundation, we shall include the scheme of IT; foundation in our systems, and draw attention
to areas where foundation can be avoided, and where the full scheme of foundation is required.

In many sections of the paper, our focus will be chiefly not on the consistency strength of the various
theories but on constructing transitive models for them; and in such models, the full scheme of foundation
will be inherited from our ambient set theory. Further TCo and AxInf will be true in most of our models. We
remark that we are not in this paper concerned to find the minimal ambient set theory in which our examples
can be built. ZF is certainly too strong; Z + KP is usually enough, apart from the occasional appeal to the
existence of V1, and similar sets. The axiom of choice is used only in a very few peripheral remarks.

Some differences
In the calibration of these systems, certain sets function as litmus paper:

0-0 DEFINITION We write S(z) for the set of finite subsets of x; for each £ > 0, [w]® for the class of subsets
of w of size & HF for the class of hereditarily finite sets, which in appropriate set theories will coincide with
the classes notated V,,, L, and Jy; EVEN for the class of even numbers, ACK for the Ackermann relation on
w, defined as {(m,n)s | 2™ is one of the summands in the expression of n as a sum of powers of 2}; and G
for the graph of integer addition, defined as the class {(p, m,n)3 | m+n = p}.

We shall see that PZ cannot prove the existence even of [w]!; BS can prove the existence of [w]! and
[w]? but not of [w]?; BST’ can prove the existence of each [w]%; BST’” with II; foundation can prove that
Vk [w]¥ € V but cannot prove the existence of S(w); BRT can prove the existence of S(w) but not of HF;
and PZF proves the existence of HF. Further, we shall see that BRT proves that G, is a set but that BST’
fails to do so.

The contents of the paper

In the first of the three parts of the paper, we shall formulate, in Section 1, eight systems, with variants,
and note in Section 2 various results provable in them. In Section 3, we review some simple techniques for
building transitive models of weak systems. In the next four sections, we work through the systems in order
of increasing strength, summarising Gandy’s model-theoretic constructions and giving new ones of our own;
our models will demonstrate the unprovability of various results.

The second part begins with the heavily syntactic Section 8, in which we examine the result of strength-
ening our previous systems by uniformly adding an axiom of infinity and the principle that the class of
all finite subsets of any given set is a set; and study the effect of enhancing those strengthened systems by
adding limited quantifiers of the form “for some finite subset of a” and “for all finite subsets of a”. In Section
9, we give further models illustrating the limitations of our strengthened systems. Then in Section 10 we
turn to an examination of Devlin’s book Constructibility, of which certain passages have been known since
its publication to be problematical; we use our models to shed light on those passages, and draw attention
to three of our systems that might serve Devlin’s purposes better than his system BS.

We begin the final part of the paper by showing in Section 11 that Gandy’s remarks concerning certain
variants of his systems are not correct. In Section 12, we return to model-building and give a new proof of
the result of Boffa that TCo is not provable in Zermelo set theory; Section 13 looks briefly at the axiom of
pairing; in Section 14 we find an answer to a question raised by McAloon in the 1970’s by giving criteria
for one set not to lie in the rudimentary closure of another; finally in Section 15 we apply the technique of
Section 14 to show that the set of Gandy numerals is not in the rudimentary closure of w.
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So

PART 1

1: Formulations of the various systems

We outline the syntactical development of our systems: various aspects will be discussed in the projected
sequel [M4] in greater detail.

We start with enough syntax to introduce the axioms of our first, very weak system, and to define for
each n the ordered n-tuple; then we shall enlarge the syntax to include some convenient extensions of the
class-forming operator, and shall then be able to enunciate in the language of discourse the axioms of the
systems we intend to study.

We begin therefore with two undefined binary relations €, =; propositional connectives -, V ;| & |
=, <=; unrestricted quantifiers Vz, Jx; and restricted quantifiers Vzcy, Jzcy, where z and y are not
permitted to be the same letter, and the quantifier binds = but not y, in harmony with the axioms that
express their intended meaning;:

Jrcy A = Izfr € y & AJ; Vrey R <= Valr € y = 2|

The rules of formation are the usual ones of classical logic.

We then define a A formula or a Ay class to be one containing no unrestricted quantifiers; a I1; formula
is one of the form V2l where 2 is Ag; a 35 formula is one of the form JyB where 9B is I1;; a 37 formula is
one of the form Fz2 where 2 is Ag, and so on.

We have the usual axioms of classical propositional and predicate logic; we should (but do not) define
the result of substituting one variable for another, indicated informally by such usages as 2(x) and A(y).

It is convenient to permit the use of the class-forming operator {- | ...}, but we emphasize that our
language is unramified and that our logic includes the Church conversion schema

ze{y | Ay)} < A)

so that all occurrences of the class-forming operator are in principle eliminable. We adopt appropriate axioms
interpreting the result of substituting a class for a variable in a formula, which we summarise in these three
equivalences, in which A is a class and ¢ a class or a variable:

Jre AN = Jz[x € A & U; t=A<=Vyctyc A& VycAy €t; A€t < Jzcrz=A.

With this syntax, we may give axioms for our first, very weak, system:

The axiom of extensionality, Vzcqz € b & Vrcpxr € a] = a = b, and axioms of empty set, pair set,
difference and sumset (or union):

geV, {z,yteV, z~yeV, UzeV
In this system we introduce, successively, ordered ¢-tuples, in the Wiener-Kuratowski manner:

(1)1 =ar %1
(y1,y2)2 =ar {{v1}, {v1, y2}};
(y1,92,93)3 =ar (Y1, (y2,93)2)2
(Y1,92,¥3,Ya)a =ar (Y1, (Y2, ¥3,94)3)2
(Y1, Y2, Y3, Y4, ¥s)s =ar (Y1, (Y2, Y3, Y4, Y5)a)2

1-0 REMARK Thus all WK-tuples are generated from the single binary function {z, y}.

We may now develop the usual theory of relations, t-ary functions and so on: we treat functions as a
subclass of their image x their domain. We shall see that these weak systems are sensitive to the choice
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S

of implementation of function, and so it is necessary to distinguish notationally between concepts that “the
working mathematician” would often conflate. Thus we adopt a policy of writing 3 X for the set of 3-sequences
of members of X, reserving X3 for the set of WK 3-tuples of members of X; thus w? = w x (w x w).

1-1 It is convenient further to enlarge the syntax to permit certain classes with quantified terms, namely
those where the terms are WK-tuples: where there might otherwise be ambiguity, we indicate the variables
to be quantified in a list placed subscript to the vertical bar, for example:

{(@9)2 oy Az, 9)}s {(z0)2 [« Az, a)}.
The first of those will equal {z | FzJy[z = (x,y)2 & A(z, y)]}; the second, {z | Iz[z = (z,a)2 & A(z,a)]} for
the given a: such equalities are accomplished by adding the following scheme to our system:

S {(y15y27" 'ayE)E ‘ Ve Q[} — 3y13y2 .. Ely?[z = (ylvaa' .. ;yE)E &Q[]

Y1,Y25--+

1-2 We informally permit classes with other quantified terms, for example {{Jz | = € a}.
1-3 DEFINITION Foundation, the axiom of (set) foundation, is  # @ = Jycpz Ny = .

So + Foundation

A calculus of Ay terms

1-4 DEFINITION We call a term A, possibly with free variables, T-semi-suitable, where T is some system of
set theory, if whenever @ is Ay, and the variable w is not free in A, then Vwe g4 @ is Ag, meaning “equivalent,
provably in the system T, to a Ag formula”. If in addition, T proves that A is a set, we call A T-suitable.

1-5 REMARK Sy is adequate for the development of a surprisingly large number of suitable terms. In particu-
lar, | J = is Sp-suitable, as is each | 'z, where we define inductively | J* 12z =4¢ | (J%z). So easily proves that
if ¥ = (y,2)2, then y € |J%x and 2 € |J2; hence if 2 is Ay then the E-class {(yl,yg, ceYe)e ‘
is equal, provably in Sp, to a Ag 1-class.

With Foundation added, the formulation of “ordinal” becomes Ay and much of the elementary theory of
ordinals can then be developed.

1-6 REMARK Gandy in [G] proves that the term w is Sj-semi-suitable in that if ® is Ay then the formula
Jyecw P is equivalent in Sj to a A formula. His proof will work for appropriate terms for each ordinal strictly
less than w*, an interesting ordinal shown by Delhommé [Del] to be the first non-automatic ordinal, but, by
[DoMT, page 44, Theorem 38|, no further.

1-7 REMARK Gandy [G] and Dodd [Do] have a concept of “substitutable” which is similar to our “suitable”
but formulated semantically rather than syntactically. Jensen [J2] and Devlin [Dev] have the same concept
but call it “simple”. In the present author’s opinion, that concept has the danger of blurring the levels of
language. If one considers a rudimentary function to be defined by a class of the language of discourse, then
implicitly there is a quantification taking place in the meta-language whenever one uses such phrases as
“rud closed” or “the class of rud functions”. That is scarcely satisfactory, though the situation is saved by
defining a rud closed set to be one closed under, say, the explicit list of nine functions given in 2-61. What
would be better would be to resort to some mild recursion theory, and to list terms of an object language
defining certain (set-theoretical) computations, and then when one speaks of closure the quantification will
indeed be going on in the language of discourse.

Thus it would seem that the axiom TCo, not adopted by Mac Lane, expresses a characteristic of set
theory, namely that it is often concerned with computations going on in small portions of the universe,
perhaps the transitive sets, or else the transitive sets closed under pairing functions. Not adopting TCo is
a sop to the structuralists; but adopting it is what set theorists should do if they are to be true to their
underlying intuitions. The point is linked to the meaning of Ay and will recur in Remark 10-1.

Y1,Y2,---,Ye Q[}

Names of systems

Our policy will be this: if we have a system X, Xy will mean the variant of that system with no axiom of
foundation, no TCo, and no axiom of infinity. Without that subscript, II; foundation will be customary. We
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ReSgo

ReS

DBy

DB

BS

GJo

use “restricted” to mean Ag. We use “flat”, where Gandy used “bounded”, to mean that a certain quantifier
limits its variable to subsets of a named set.

Four of our names will reflect the fact that a significant part of the system is the scheme of restricted
separation, flat restricted replacement, flat restricted collection or restricted replacement: ReS, fReR, fReC,
ReR.

We shall add the letter | to indicate the adjunction of an axiom of infinity, usually in the form w € V. In
Section 8 we shall add the letter S, either in upper or lower case, to existing names to indicate the adjunction
of both the axiom of infinity and the axiom S(x) € V. TCo will be listed by name when needed.

Gandy’s first system

Gandy called his weakest system PZ, for “predicative Zermelo”, and his strongest PZF, for “predicative
Zermelo—Fraenkel”. They are both something of a misnomer as he overlooked the power-set axiom; and with-
out that axiom, as shown by Zarach [Z], the difference between replacement and separation-with-collection
becomes significant. We use ReS, for “restricted separation”.

So plus the Ag separation axiom: x N A € V for A a Ag class.

ReSp plus the scheme of II; foundation: A # @ = Jzc A4x N A =@ for A a Il; class.

We shall call functions of the form x — x N A separators.

Devlin’s system and variant

The next system, which we call DB for “Devlin Basic”, adds the existence of cartesian product to
ReSg, but as it thereby becomes finitely axiomatisable, by a result of which many variants are found in the
literature, and presumably going back to Bernays, we give it officially as that finite axiomatisation.

The system of which the set-theoretic axioms are Extensionality and the following nine set-existence axioms:

geV Uz eV an{(z,y)2 |z €y}t eV
{ZL', y} eV DOIH(I) eV {(y,l’,Z)g | (I,y,Z)g € b} eV
ZC\yEV .’L’XyEV {(y727x)3|($5y72)3ec}ev

DBy plus II; foundation.
1-8 REMARK All those nine are theorems of ReSy + cartesian product, without foundation.
1-9 DEFINITION Although in one model that we consider, we must use a different formulation, we shall

usually take the axiom of infinity in the form w € V, w being defined as the class of all von Neumann
ordinals such that they and all their predecessors are either 0 or successor ordinals.

1.10 REMARK If we add the axiom of infinity plus the scheme of foundation for all classes to DB we obtain
the system BS as formulated on page 36 of Devlin’s book Constructibility:

ReSy + Cartesian product + full foundation + w € V.

The Gandy—Jensen system

The next system, called BST by Gandy, represents a considerable step forward, in that it involves the
class of rudimentary functions. Foundation apart, it is finitely axiomatisable, and indeed needs only one
axiom beyond those of DBy. We give first the scheme of Gandy, and in Remark 1-12 shall indicate why all
instances of it are derivable in the finitely-axiomatisable version.

So + the rudimentary replacement axiom:
(RR) VIIuwVoe g Ftey Vul(u € t <= u € z & ¢lu, 7).

for ¢ any Ay formula.

1-11 REMARK At first glance, it might seem more appropriate to call that a collection axiom, since it says
that a certain family of sets is included in a set, rather than being a set. But if ¢ is Ag, = a set and ¢
parameters, not necessarily in x, then a term x; and a A formula ¢; are readily found so that Sy proves
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GJ

fReRy

fReR

fReCyq

fReC

ReRO

ReR

KP

that z1 is a set containing each parameter in the list @, that z N {u | ¢} = x1 N {u | p1} and that the latter
is a set. So GJg indeed proves Aq separation.

1-12 REMARK GJg is the result of adding a single axiom, which I call Rg, to DBy:
(Rs) {z{w} [weyteV

To see that, use the fact remarked above and reformulated again as Proposition 2-65 that DB generates all
Ay separators; each instance of (RR) then follows by taking the F' of the Gandy-Jensen Lemma 2-72 to be
an appropriate such separator.

GJo + the scheme of II; foundation.

Flat restricted replacement

The next system has what Gandy called the bounded replacement axiom, but we shall prefer to use the
adjective “flat”.

So plus the flat Ag replacement axiom: namely, for any ¢ in Ay,

(Flat Ao Replacement) Veey y(d(z,y) &y C z) = IoVyly € v <= Tacy (P(z,y) &y C 2)].

In words, the image of a set by a function whose values are all included in a set is itself a set.
fReRg + the scheme of II; foundation.

Flat restricted collection

So plus Ag separation plus the following scheme, for ¢ any Ag formula:

(Flat Ay Collection) Veeyy(op(z,y) &y C z) = FoVacy Fycw (o(z,y) &y C 2)].

fReCqy + the scheme of II; foundation.

1-13 REMARK II; Foundation aside, the axioms of the above systems are all provable in the system Mg
studied in [M2], which is the system ReSy + the power set axiom, P(x) € V and is a subsystem of Mac
Lane’s system ZBQC, which in turn, shorn of the axiom of choice, is a subsystem of Zermelo’s system Z.

Restricted replacement

We depart now from a linearly ordered set of systems: we shall see that ReR is not a subsystem of fReC,
and I suspect that methods of Zarach will show that fReC is not a subsystem of ReR.

So + the following scheme, for ¢ any A( formula:

(Ao Replacement) Ve Iy oz, y) = IoVyly € v <= Txcqy d(z,y)].
ReRg + the scheme of II; foundation.

Kripke—Platek
Finally we arrive at Kripke—Platek set theory, KP which we formulate with II; foundation.

Ag separation, II; foundation, and Ay collection, in the formulation of which u and v are to be variables
having no occurrence in the Ay formula ¢:

(A Collection) Vrdyp = YuIoVa gy Iy oz, v).
We shall indicate the addition of the axiom of infinity to one of the above systems by adding the letter
I: thus DBgl, KPI.

1.14 REMARK By a result of Boffa, TCo, the statement that every set is a member of a transitive set, is
not provable in Z, and therefore not in its subsystems. It is, however, provable in KP when that system is
formulated, as here, to include II; foundation, and in ReRI: see Proposition 2:108 and Problem 2-107.
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2: Theorems of the various systems

On ReS and finite sets:

We shall work with two definitions of finite: we get an easy 3; definition of HF by taking “finite” to
mean “in bijection with a member of w”; we shall get an easy proof that the union of two finite sets is
finite by taking “finite” to mean “possesses a double well-ordering”; and we need II; foundation to prove
the equivalence of the two definitions (or to develop the arithmetic necessary were we to work only with the
“member of w” definition).

2-0 DEFINITION z is finite if x carries a double well-ordering, that is, a linear ordering such that every
non-empty subset has both a least and a greatest element.

The natural ordering of any member of w is a double well-ordering.
2-1 PROPOSITION (ReS) If a set is finite then it is in bijection with some member of w.

Proof : Let X be a set with a double well-ordering < x. We say that f is an attempt at x in X if Dom (f) =
{y |y <x z} and for all y in Dom (f), f(y) = {f(2) | 2 <x y}. The class

{z |z € X & —-3f f is an attempt at x}

is IT; and if non-empty, has a <x-least element Z. Z is not the first member of X, as an attempt at that
point is easily built; nor can T be a successor, as an attempt at its predecessor is easily extended. So that
class is in fact empty. Let w be an attempt at the largest element of X: then a further induction shows that
w maps (X, <x) bijectively to a member of w. 4 (2:1)

As we are working without assuming that cartesian products exist in general, the converse, which is
true, requires some preparation.

22 LEMMA (ReS) For all m and k in w, {m} x k is a set.
Proof : Fix m. Use the fact that

{(myn)a |nn<k+1}={(m,n)2 |nn < k}U{(m,k)2}. 4(2:2)

2-:3 LEMMA (ReS) For all m and k in w, k x {m} is a set.
Proof : Fix m. Use the fact that

{(n,m)a |nn<k+1} ={(n,m)2 |nn < k}U{(k,m)2}. —(2-3)

2-4 PROPOSITION (ReS) For all m and n in w, m X n is a set.
Proof : Use the fact that

(m+1)x(m+1)=(mxm)U({m} xm)U(mx {m})uU({m} x {m}). = (2-4)
2-5 REMARK Note that that cannot lead to a proof that w X w is a set. We cannot form the collection of
attempts.

26 COROLLARY (ReS) The cartesian product of two sets, each in bijection with a member of w, is a set.

Proof : First, reason thus: if g : m «— a and h : n «<— b, define the function f with domain m x n by

f((4,7)2) = (9(i), h(5))2-

Then the image of that function is a x b.

But that reasoning, though sound in GJ, is not available in BS or ReSy. Hence we must do an induction
structured as above: first for m = 1 prove, by induction on n, that for any n, and g and h as above, the
cartesian product exists. Then do an induction on m. = (2-6)

2-7 REMARK In systems without the Axiom of Cartesian Products, it cannot be assumed that the inverse
of an injective function will always exist: see the variant of Model 4 mentioned in 4-8.
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2-8 PROPOSITION (ReS) If X is in bijection with some member of w, then it is finite.

Proof : From the above we know that X x X and each n x X exist. Now given f : n «— X, we may form
its inverse g thus:
g:=(nxX)N{(a,b)s |ap (b,a)2 € f}

and we may then form the set X x X N {(z,v)2 |2,y 9(z) < g(y)}, which will be a double well-ordering.

4(2-8)
2-9 PROPOSITION Every subset of a finite set is finite.
Proof : a restriction of a double well-ordering is ditto. —4(2-9)
2:10 PROPOSITION If x and y are finite, so is x Uy.
Proof : a double well-ordering of Uy can easily be constructed given ones of x and of y \ z. = (2-10)

2-11 LEMMA Let z be a finite set, and a ¢ |Jz. Then {y U {a} |, y € z} is a set and is finite.

Proof : let f:n «— z. Define
9(0) = {f(0) U{a}}
g(k+1) = g(k) U{f(k) U{a}}
Then g(n) will be defined—appeal to II; foundation if not —and will be the desired set, which is evidently
in bijection with z and therefore finite. 4(2-11)
2:12 LEMMA (So) Let z be a set, and a ¢ z. Then P(zU {a}) = P(z) U{yU{a} |, y € P(2)}.

2-13 PROPOSITION Let w be finite. Then P(w) is a set and is finite.
Proof : write F(a,z) for {yU{a} |, y € z}. Let f : n «— w. Define

9(0) = {2}
g(k+1) = g(k) U F(f(k),g(k))
As before, we consider the least m for which there is no attempt at m for this recursion; and obtain a
contradiction. So g(n) will be the desired set P(w).

To see that P(w) is finite, argue, again by induction on k < n, and using 2-10, 2-11 and 2-12, that each
g(k) is finite, (the class of failures being again II;, the argument succeeds); so g(n) is finite. —(2-13)
2-14 PROPOSITION The cartesian product of two finite sets is finite.

Proof : by a similar argument, starting from the observation that x x (zU{a}) = (x x2)U(zx {a}). -(2-14)

2-15 PROPOSITION A surjective image of a finite set is finite.
[trivial if the surjection is a set; if it is defined by some formula, we may need full foundation.]

2-16 DEFINITION S(z) =q4f {y |y C = & y is finite}.
[It is not assumed that S(z) is a set.]

2-17 DEFINITION Let Ws(g,y) be the Ag formula @ € ¢ & VwegVoeyw U {z} € q.
2-18 LEMMA (ReS) Us(q,y) = q 2 S(y).

219 LEMMA (ReS) z € S(y) < 3f(xr Cy & IncuyFn(f) & f:n«—— x).
Hence, using the semi-suitablility of the constant w recorded in Remark 1-6:
2-20 COROLLARY “z € S(y)” is LReS,
2-21 LEMMA (ReS) S(y) € V= Vz[z € S(y) <= Vq(¥s(q,y) = = € q)].
2:22 LEMMA (ReS) S(y) € V= [z C S(y) <= Yq¢(¥s(q,y) = ¢ 2D 2)].
2:23 LEMMA (ReS) S(y) €V = [z=8(y) <= 2 C S(y) & Us(z,y)]
Next, a principle of collection for finite sets.

2-24 METATHEOREM Let 2 be a Ily wif; then it is provable in ReSy with Il¢11 foundation that for v finite,
VT ey YA = FuwVr ey Jycw A
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Proof : let f:n «— v. Let P(k) say that there is a function g with domain k such that Vi < k 4(f(¢), g(4)).
Find the least k£ < n such that P(k) fails. By taking cases on k, we see that it cannot exist. So P(n) holds.
Take the image of a corresponding g for w. = (2-24)

2-25 REMARK The above result is self-strengthening to the case that 2 is Xe41.

Proof that HF models ZF minus infinity

2-26 DEFINITION We define TF to be the class of all finite transitive sets, and HF to be its union.

2-27 REMARK In a set theory without an axiom of foundation, HF might be strictly greater than V,; for
example, any Quine atom, that is, a set « which equals its own singleton {z}, would be in HF as we have
defined it. To exclude such ill-founded sets we should define HF as the union of transitive finite sets u which
are well-founded in the sense that Vo cy (2 # @ = Jycgy N = &); and would then have to add occasional
remarks to the discussion below. But as our chief focus is on contexts where the axiom of foundation is true,
we may leave our definition of HF as it is.

228 METATHEOREM Let 2 be any axiom of ZF other than that of infinity. Then (A)HF is a theorem of
ReSo + full foundation.

We begin a sequence of verifications. We frequently use the fact that for Ay concepts it suffices to prove
that the object in question is in HF as its definition will relativise without difficulty.
2-29 LEMMA HF is transitive.

2.30 LEMMA (Extensionality)H¥ .

Proof : assured by the transitivity of HF. = (2-30)
2-31 LEMMA TF C HF.
Proof : since u transitive and finite implies u U {u} is too; and hence v is in HF. —(2-31)

2.32 COROLLARY (TCo)HF.

2:33 LEMMA (Emptyset)HF

Proof : {@} is transitive and finite. = (2-33)
234 LEMMA (Pairing)HF

Proof : by Proposition 2-10 and the fact that the union of two transitive sets is transitive. - (2-34)
2:35 LEMMA (Sumset)HF

Proof : if x € u € TF, then Jx Cw and Jz € uU{Jz} € TF. - (2-35)
2-36 LEMMA (A Separation)HF

Proof : A separation will relativise to any transitive set. = (2-36)

2-:37 REMARK Indeed an “external” version of Ag separation holds, in that x N A € HF whenever z € HF
and A is a Aq class, possibly with parameters that are not in HF.

238 LEMMA (Powerset)HF

Proof : By Proposition 2:13 and the fact that if « is transitive and Vxc g2 C u then v U a is transitive.
- (2-38)

2:39 LEMMA (set foundation) (Foundation)HF

2-40 REMARK Foundation is definitely needed here: the result would be false if HF contained Quine atoms.
- (2-40)

At this point we have proved that all of M; is true in HF.
2:41 DEFINITION u* =g¢ v U [u]' U [u]? U (u X u).
2-42 LEMMA If u is finite and transitive then so is u*.

Proof : [u]' U[u)? is a Ag subclass of P(u), u X u is finite by what we have seen, and the transitivity is easily
verified. - (2-42)
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2-43 PROPOSITION “all sets are finite” is true in HF'.

Proof: ifx € u € TF and f : n «— u, then f Cuxn; (uUn)* isin TF, and so is (uUn)* Uu x nU{u xn}.
—(2:43)

2-44 LEMMA “z € HF” is ©ReS,

Proof: t ¢ HF <= FuifInncw & JuCu & f:n « ul. - (2-44)

2-45 REMARK Here we benefit from the “simplified” definition of HF': if we had to say that u is well-founded,

that would introduce a II; clause.

2:46 LEMMA (ReS) ((II; foundation))H¥.

Proof : Let ® be Ag and B = ({z | ¥b ®})HF,

Let C' = {z | Vb]b € HF — ®]}. Then C is II; and B C C}; indeed B = C N HF. Suppose that B is
non-empty and that x is a member. Then there is u € TF with € u. Then C'Nw is II; and non-empty; let
Z be a minimal element. Then Z is a minimal element of B. = (2-46)
2-47 COROLLARY (ReS) (Aq collection)HF,

Thus ReS proves the relative consistency of the system MOST (as defined in [M2]) less infinity.

2-48 REMARK The above sheds some light on relative consistency strengths: reasoning in ReS we have shown
the relative consistency of adding the power set axiom.

With Full Foundation

By results of [M3] we could now conclude that all axioms of ZF save that of infinity are true in HF
provided we established the truth of the principle called Repcoll in [M3] and shown there to imply all the
axioms of ZF in the system Mj, which is Mg + TCo+ set Foundation. Mg is ReSy plus P(z) € V.

2:49 LEMMA (ReS + full Foundation) (Repcoll)H¥
We shall not give the proof, because we shall derive the truth of ZF—oc in HF by another route.
2-50 LEMMA Let A be any class: then ReS + full Foundation proves ANHF # @ —= Jxc AnHF*zNA = 2.
2-51 REMARK Here we definitely need the “simplied” version of HF that does not mention well-foundedness.
If we use full foundation we can establish an“external” form of full separation, as in the following scheme:
2-52 LEMMA (ReS + full Foundation) z € HF = 2N A € HF for A any class.

Proof : let f:n «— x. Consider the class
B:={k<nl|r Jyly Cz&Vm :<k(f(m) €y <= f(m) € A}.

By full Foundation, that, if non-empty has a minimal element, k, say. The case k= 0is easily dismissed; if
k =k+1, we know that z =4 {f(¢) |i < k}NAisaset, and {f(i) | i < k}NA will be either z or zU{f(k)};
as both are sets, we have a contradiction; so the class B is empty and the theorem is proved. —(2-52)

2:53 THEOREM (ReS + full Foundation) (full Collection)HF .

Proof: from the above, since we know from Lemma 2-50 that HF models full foundation and from Proposition
2-43 that HF thinks that all sets are finite.

With HF ¢ V

2:54 LEMMA (ReSo + HF € V) (full Separation)HF

Proof : by re-writing the formula relativising all quantifiers to the set HF, and then applying A Separation.
255 LEMMA (ReSo + HF € V' + set Foundation) (full Foundation)HF

Proof : by Lemma 2-54 and Corollary 2-32. - (2-55)

Another example of the amount of foundation needed for a proof being reduced by the assumption that
HF € V is furnished by the next sub-section.
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Do graphs of recursive functions exist ?

2-56 Consider the following argument, intended to prove that addition on w is total:

Let ¢(m,n) say that there is no function with domain (m + 1) x (n 4 1) which satisfies the definition of
addition for m’ 4+ n’ for m’ < m and n’ < n. [We call such functions attempts at integer addition. “f is an
attempt at integer addition” is Ag, and therefore rudimentary.)

Consider the class of m € w such that there is some n € w for which ¢(m,n) is true. If non-empty,
use IT; foundation to find its least member, m, which cannot be 0, as the function f(0,n) = n would work:
a subset of (n + 1) x ({0} x (n 4+ 1)), and so is some m + 1. Now minimise n. Again it cannot be 0.
So it is some n + 1. But we have a function h defined up to m + 1,n, and can extend it to g by setting
glm+1,n+1)=h(m+1,n)+ 1, a contradiction. We have proved the following:

2-57 PROPOSITION (ReS) Every pair (m,n) of integers is in the domain of some attempt at integer addition.

2-58 Now comes the great task of putting all the attempts together: what does it take to prove that the
graph of integer addition is a set ? The axiom of infinity is certainly necessary, but not sufficient: we shall
see in Proposition 2-95 that fReRI would do this very well, and in Remarks 5-21 and 6-0, that neither BS nor
GJI can do it, though see also Remark 5-24 for a fine point. Happily, our system DS does prove it. HF € V
would also do it.

2-59 REMARK Proposition 2-1, taken with Propositions 2-10 and 2-14, suggests the possibility of using ideas
from cardinal rather than ordinal arithmetic to define addition and multiplication within ReS.

On DByl:

2:60 PROPOSITION (DBygl) [w]! and [w]? exist.

Proof : w € V is an axiom of DBgl. By the definition of ordered pair, [w]! U [w]? C | (w X w), and the result
follows by A separation. - (2-60)

On GJ and the class of rudimentary functions

The companion papers Rudimentary recursion and Rudimentary forcing will contain more detailed
material on rudimentary functions and related topics. Here we merely give a summary, drawing on but in
places differing from the material in Jensen [J2], Gandy [G], Devlin [Dev] and Dodd [Do].

2-61 Corresponding to the systems of DBy and GJg, we introduce the rudimentary functions Ry, ... Rg and
certain auxiliary functions Ag ... A5 generated by them: this is not the shortest possible list, but one that
conveniently extends the list that generates the A separators. Of the auxiliaries, we list only the most
important, Ai4.

Ro(z,y) = {z,y}

Rl(xvy) =T \ Yy

Ro(z) = Uz

R3(x) = Dom ()

Ry(z,y) =z xy

Rs(z) =xzn{(a,b)2 | a € b}
Rs(z) = {(b,a,¢)3 | (a,b,c)3 € x}
R:(z) ={(b,c,a)3 | (a,b,c)3 € x}

Aya(z,y) = 2*{y} [= Dom ((z N ((UU=] x {y}))™")]
Rg(z,y) = {z*{w} | w € y}

2:62 PROPOSITION Each of Ry ...R7 and Ay, ... A4 is DBg-suitable; Rg is GJg-suitable.

2:63 DEFINITION Let B be the closure of Ry ... R7; under composition.
2-64 PROPOSITION FEach function in B is DBg-suitable.

2-65 PROPOSITION For each Ay class A the map x — x N A is in B.

2-66 REMARK That corresponds to the derivability of A( separation in DBy.
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2-67 DEFINITION Let R be the closure of Ry ... Rg under composition.
2-68 PROPOSITION Fach function in R is GJg-suitable.

The collection of functions in R is also closed under formation of images: by which is meant that if F
is in R so is x — F“x. To prove this we introduce the notion of a companion. We will actually have two
such notions.

Let T be some system of set theory extending DB, and let G and F' be Ay classes such that T proves
that both G and F' are total functions.

2-69 DEFINITION G is a I-companion of F in T if G is T-suitable and

b1 7 €@ = F(@) |€ G(@)

2-70 DEFINITION H is a 2-companion of F'in T if H is T-suitable and
Fr#€i= F(Z)|C H(W)

where & € @ abbreviates z1 € u; & ...z, € u, for an appropriate n.
The collection of functions with a 1-companion is easily seen to be closed under composition; but usually
it is much easier to spot a 2-companion of a function. The following is easily verified by inspection.

2:71 PROPOSITION Each of the functions Ry, ..., R; and Ai4 has a 2-companion in DBy.

Generation of 1-companions from 2-companions and separators.

The Gandy—-Jensen Lemma is the core of the proof that R is closed under formation of images. Versions
of it are to be found in the papers of Gandy [G] and Jensen [J2]. We discuss it only for 1-ary functions.

272 THE GANDY-JENSEN LEMMA Suppose that H is a 2-companion of F, and that ‘a € F(b)” is Ay.
Then F is generated by composition from H and members of B; further F“x € V and F* (as a function) is
generated by H and members of R and (as a term) is S-suitable and is a 1-companion of F in S.

Proof : We have
r€u= F(z) C H(u).

Form

h(u) =ar (H(u) x u) N{(a,b)2/b € u& a € F(b)}.

Actually, we could just take

h(u) =ar (H(u) x u) N{(a,b)2]a € F(b)}.

Since a € F(b) is Ag and for each Ay A, the separator  — xz N A is in F and is D B-suitable, we have
that h is generated by H and functions in F.

Now note that for b € u, F(b) = h(u)“{b} = A15(h(u),b), so F is built from H and functions in F; if Rg
is available, we may argue further that F'“u = Rg(h(u),u) so F“is built from H and rudimentary functions;
hence F'“u € V, and this function F'“ now forms a 1-companion of F. —4(2:72)

Proofs that R is closed under the rudimentary schemata may be found in the cited works on fine

structure.

A single generating function for rud(u)

Following Jensen, we define rud(u) to be the rud closure of v U {u}. Various functions with properties
similar to those of the following may be found in the literature.
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2-73 DEFINITION T(u) = uU {u}
U [u]t U [u)?
U{z Ny l|sy =,y € u}
u{U= ‘z rEu}
U {Dom () ‘I T €u}
U{un (@ X y) lay 2,y € u}
U{zn{(a, b)2 lapacb}]| zecu}
U{un{(b,a,c)s |ap.c (a,b,c)s € x} |z x €u}l
U {u N{(,c,a)3 |ape (a,b,¢)3 € x} ’I x € u}
U {z*{w} ‘z,w T €u,wEu}

U {u N{z“fw} | wey} Ly z,y € u}

2-74 REMARK The successive lines of the definition of T, after the first, may be written more prosaically as
Ro“(uxwu), Ri“(uxu), Ra“u, Rg“u, {uNRa(z,Y) |z,y =,y € u}, Rs“u, {uNRs(z) |z € u}, {unNRy(z) |z = €
u}, A14“(ux u) and {uNRs(z,y) |ay =,y € u}. It will be notationally convenient to treat all these functions
as having three variables, so let us define S;(u; z,y) := R;(z,y) for i =0, 1; S;(u; z,y) := R;(z) for i = 2,3, 5;
Si(u;z,y) :=unN Ri(x,y) for i =4,8; S;(u;z,y) :=un R;(x) for i = 6,7; and So(u;x,y) := A14(z,y).
Then each of those lines is of the form S;“({u} X (u x u)) for some i. If we further define S1o(u; z,y) :=
u and Si1(u;z,y) := x, then we are still within the class of rudimentary functions, as & = R(z,x),
Sto(u; 2, y) = Ri(u, @) and S11(u; x,y) = Ri(z, D), and, easily, S11“({u} x (u x u)) = u and for non-empty
u, S10“({u} x (u x u)) = {u}, so that T(@) = {@} and for u non-empty, T(u) = ;.15 i “({u} x (u x u)).
We have proved the first clause of the following, and the others are easy.
2-75 PROPOSITION T is rudimentary, u C T(u) and u € T(u). Further, if u is transitive, then T(u) is a set
of subsets of u, and hence T(u) is transitive.

2.76 REMARK It will not in general be true that u C v = T(u) C T(v), the problem being that u € T(u),
but if v is countably infinite, so is T(v) which therefore cannot contain all the subsets of v. Fortunately,
u C T(u) C T?(u)...

2:77 LEMMA For z, y in u, Ry(z,y) =2 x y Cu x u C T?(u).

2.78 COROLLARY For z, y in u, Ry(x,y) € T3(u).

2:79 LEMMA For a, b c in u, (a, ¢)2 € T?(u) and (b,a,c)s € T*(u).

2.80 COROLLARY For x € u, Re(w) and Ry (x) are in T (u).

2-81 LEMMA For z, y € u, Rg(x,y) € T?(u).

Proof : For x, w in u, z“w € T(u), so Rg(z,y) = T(u) N {z“w |, w € y}; 2,y € T(u), so Rg(x,y) € T?(u).
4 (2:81)

2-82 PROPOSITION For any transitive u, |JneoT"(u) is the rudimentary closure of w U {u}, and in it, TCo
holds.

2-83 PROBLEM I do not see how to form a single rud function which will in similar fashion give the rud
closure of u. Perhaps this has something to do with the question of MacAloon and Stanley discussed inSection
14.

Other remarks on GJ

2-84 REMARK RR produces a collection of subsets of x.
2-85 PROPOSITION (Gandy; Jensen) A transitive set is rud closed (= basically closed) iff it models GJy.
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2-86 REMARK GJg proves that the cartesian product of two sets is a set.
2-87 REMARK Aj separation is a theorem scheme of GlJg.

2-88 PROPOSITION RR is self-strengthening to
(RR™) Va1V IuwVie gy ey Vu(u € t <= u € 22 & ¢lu, ).

for ¢ any A¢ formula.

2-89 PROBLEM Does GJ prove the existence of a bijection between w and w X w ?
I suspect that BS does, as everything necessary is in HF'.

The next result is a scheme of theorems:
2:90 PROPOSITION (GJg) Fach [w]® exists; indeed, each [a]* exists for any set a.
Proof : [a]° ={@} € V. [a]' = Ag“a € V. [a]**! = {sU{a} | (s,2)2 € ([a]* x a) N{(s,x)2 | = ¢ s}}, which
is in V, being of the form h“b for some set b and rudimentary function h. —(2-90)

2:91 THEOREM (GJ) VaVkey [a]f € V.

We omit the proof, it being similar to that of Theorem 2-93.
2:92 PROBLEM Is the quantified form provable without IT; foundation ?
2-93 THEOREM (GJ) VaVmgy,™a € V.

Proof : Fix a, and consider the II; class
wn{m | ~3zVyer (y :m — a & VhemVtcqIzex (2 1k =yl k & 2(k) =1))]}.

The theorem states that that class is empty: if it is not, let m be its minimal element. But then m is
either 0 or a successor; if 0, nothing to prove; if m = k + 1, then *a exists and we can then form ™a as the
image of a rudimentary function applied to *a x a, since

o= {fu{(t.k)2}|,, fera&tea). - (2-93)

2:94 PROBLEM Is ™a suitable in any sense ? What seems to be true is that each ta is rud, and each [a]® but
that [b]™ is not a rud function of two variables, as, if it were, S(b, ) =4¢ |Jnex[b]™ would be a rud function;
but by Gandy the rud closure of w 4+ 1 omits S(w) = S(w,w).

On fReR

That GJ is a subsystem of fReR would follow from the theory of companions.
2-95 PROPOSITION (fReRl) The graph of addition, and indeed of every primitive recursive function is a set.
Proof : we prove first that Vn3f f C w X (w x w) with Dom (f) =n x n and

Vm < nVk :< n[f(m,0) =m & f(m,k+1) = f(m, k) +1].

The collection of all such f’s is a set, of which the union will be the graph of addition. —(2-95)
2-96 COROLLARY The Ackermann relation may be proved to exist in fReR.
2-97 COROLLARY (fReRl) S(w) € V.

For another proof, one may reflect that every finite set of natural numbers is of the form

{i | p; divides n}

for some n, where p; is the ith rational prime.
2-98 COROLLARY (fReRl) EVEN is a set.
2-99 PROPOSITION (fReRI) If z is countable then S(x) exists.
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2-100 PROBLEM Does fReR prove that each S(z) is a set ? or at least that each S(() exists ?
It may be that in a model with amorphous sets in the sense of Truss, there will be difficulties.

2:101 PROPOSITION fReR is self-strengthening to allowing ¢ in (BdR) to have further free variables.

Proof : Note that if Rel(s) and Doms # @ and s C z x {w}, then s = y x {w} for some y C z; further,
Dom s = {w}, |JDom s = w and Im s = y.

Let ¢(x,s) <=-ar Rel(s) & Doms # & & ¢(z,Ims,|JDom s). Then ¢ is Ag. Let 23 = z x {w}, and
suppose that Vg, y[o(z, y, w) & y C z.] That tells us that

Vaeqy Ns[y(z, s) & s C z],

so applying (BdR), we deduce that the class {y x {w} | Fxcy d(x,y,w) & y C z} is a set, v, say. Then
applying an appropriate rudimentary function, we see that the class {Imt | ¢ € v} is a set; but that class is
{y | Fzey d(z,y,w) & y C 2}, as desired. —(2-101)

On ReRI

2-102 PROPOSITION (ReRl) w+w € V.

Proof : Ve 3f[Fn(f) & Dom (f) =n+1 & (f(0) = w) & Vm < nf(m+1) = f(m) + 1], by an easy
application of II; foundation, and for each n there cannot be two distinct such f’s. Hence by Ag replacement,
the set F' of those f’s exists, and w + w will be Im (| F). —(2-102)
2-103 PROPOSITION (ReRl) S(x) €V

Proof : Fix z. Let G be the rudimentary function given by G(y,2) = {aUb|a € y & b € [2]'}. We seek to
define a function f:w — V by the following recursion:

f(0) = [2]'; f(n+1) = G(f(n), x).
We call f a G-attempt at n if
Fn(f) & Dom (f) =n+1& f(0) = [2]' & Vken f(k+1) = G(f(k), ).

Using set foundation it is easily seen that any two G-attempts agree on their common domain, so that
there is at most one attempt at n; and, using II; foundation to obtain a minimal element of the class of
those n at which there is no attempt, we see that that class in fact must be empty, and hence that there is
a unique attempt at each n.

Since being an attempt is A in our present system, ReRI proves that there is a set containing (exactly)
the attempts for each n. The union of that set is therefore a set and a function, and the union of its image
is S(x). - (2-103)

2-104 REMARK A similar argument will show in ReRI that the transitive closure of any set exists.
2-105 PROPOSITION (ReRl) HF €V
We omit the proof as the Proposition is a special case of Proposition 8-28.

2-106 REMARK I would guess that ReRI suffices to define the relation u |= ¢, and the constructible hierarchy;
and that the L of a model of ReRI is a model of KPI, so that indeed the two theories are equiconsistent.

2-107 PROBLEM Does ReR prove TCo?

On KP

2:108 PROPOSITION (KP) TCo

Proof : Let A= {z |VulJu C v = = ¢ u}. By II; foundation, A, if non-empty, has an €-minimal element
Z. SoVeez JulJu C u & = € u. By Ay Collection there is a v such that Vrez JucyJu C u & = € u. Let
w=vN{u|Ju Cu}. wis aset by Ay separation; let 4 = |Jw. The @ is transitive and z C @. Hence T is
a member of the transitive set @ U {Z}, and is therefore in A, a contradiction. = (2-108)

1612006 ... Weak systems of Gandy, Jensen and Devlin  .................... Page 16



3: Remarks on transitive models

Many of our models are of the following simple kind. We define a class A of transitive sets, and take
M=A.
3-0 PROPOSITION i) Such an M will always be transitive, and will model the Axiom of Extensionality and
the full scheme of Foundation for all classes, and be absolute for all A formulze.

ii) If A is non-empty, the axiom @ € V will be true in M; if w4+ 1 € A then M will model w € V.

iii) If u € A and y C u implies w U {y} € A, then M will model the sumset axiom; further M will be
supertransitive and will therefore model the full separation scheme; and A will be a subclass of M, which
will therefore model TCo, and indeed the transitive closure of any member of M will also be a member of

M.
iv) If the hypothesis of (iii) holds and, additionally, w € A and v € A implies uUv € A, then M will
model AxPair.

The proof is straightforward. Models of that kind, therefore, are always models of Gandy’s system ReSg
with TCo, and with full foundation and full separation.

3-1 REMARK Just to clarify that last remark: to prove full foundation in the model, we require (if the model
be a proper class) full foundation in the background theory; and similarly for full separation.

Slim models of weak systems

Many such classes A can be found by modifying a definition to be found in Slim Models of Zermelo Set
Theory [M1]:

3-2 DEFINITION 7 is weakly fruitful if
(i) every z in 7 is transitive;
(i) reT &yeT = zUyeT,;
iV)zeT &aCaox=xU{a} eT.

The missing condition (ii) lists three possible conditions on the ordinals in the class 7:
(ii)1eT;w+1€T; ON C T, respectively;
So our theorem above gives the following:

3-3 PROPOSITION If T is weakly fruitful, then | J7 will be a supertransitive model of ReSg with TCo, full
separation and full foundation, and if 1 € T, of Empty Set; if w + 1 € T, the axiom of infinity will hold in
U7 in the form w € V, and in the third case, the model | J7 will contain all ordinals.

There is a simple further requirement on A that ensures that | J A is closed under cartesian products.
Recall our definition from section 2:

DEFINITION u* =g¢ u U [u]' U [u]? U (u x u).
3-4 LEMMA u* is BS suitable; if u is transitive, so is u*, and u X u C u*.
3-5 PROPOSITION If A is a collection of transitive sets closed under *, union of two elements, adding a
subset to an element, and containing the set w + 1, then | J A will model BS with TCo and full Separation.
As in Slim Models, we may obtain some interesting examples of such models by estimating the rate of
growth of various transitive sets. Given a function Q : w — V, set f@(n) = zNQ(n). For G a class of
functions, form 799 =4 {2z |J2z Cz & f& € G}.
3-6 PROPOSITION If G has these properties then 7?9 will be weakly fruitful:
f<gegdG=feg;
fr9eG=f+geg;
UrCz& ffeG= f2+1€g.
The three conditions on ordinals considered correspond to the three requirements

Red S eg: vl eg.
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3-7 PROPOSITION A sufficient further condition on G for cartesian products to exist in | J 79, when Q(n) =
Vi, Is this:

(feG&geg&Ccecw)=Cfgeg

Proof : We must show that in these circumstances, v € 7 = u* € 7. Note that for n > 2,

WlNV, =unV,_q; [w2nV, < (unV,_1)% (uxu)NV, = (unV,_3)%

Hence f&(n) =u* NV, < fn)+ f@(n—1)+ (fQ(n —1))> + (fQ(n — 2))2. Since V,, C V11 each f@
is monotonic; the proposition now follows by elementary analysis. =4 (3-7)

Of our collection, Models 3, 5 and 8 are obtained by the above rate-of-growth method, of which the
last two model the Axiom of Cartesian Products. Models 1, 2, 4, 6, 7, 9, and 10 are obtained by a different
method, which we now describe.

3-8 PROPOSITION Let X be a class. Put AX = the class of those transitive u whose intersection with
X is finite. Then MY =g UAX will be supertransitive and will model extensionality; foundation; full
separation, difference and | ; pairing; and TCo, since AY CM”¥; as long as X contains only finitely many
ordinals, M~ will model infinity; if u in AX implies u* is in AX then M~ will be closed under cartesian
products.

Models 11-15 are obtained by yet other methods. TCo holds in all these models; all are supertransitive
save for Model 14 and some variants of Model 11.

4: Models of ReS

Gandy: A set which models PZ but not BST.

We take G to be the class of all x such that everything in tcl({z}) is either finite or differs from w by
a finite set. Gandy remarks that (a) Gy is transitive; (b) if z is in Gy |Jz is a subset of G1; (¢) w € Gy;
(d) G1 contains every finite subset of itself, and every x in G is a substitutable constant in his sense. (e)
G satisfies A( separation, the proof of which uses the fact that every Ag subset of w is finite or cofinite, by
his quantifier elimination lemma. (f) w x w is not in A.

It follows from those remarks that G is not supertransitive and that G NON = w + w. We verify the
following in detail:

4-0 PROPOSITION If 2 € Gy then so are | Jz and tcl(z).

Now tel({U=z}) = {Uz} Utcl(Uz) and tcl(Jx) C tel(z) C tel({z}), so it is enough to prove that if x
is in Gy, |Jz is either finite or almost w.

First note that if = is finite and in G1, then z = y U z, where y is the set of finite members of z and z
is the set of members of x which are infinite and therefore almost equal to w. If z is empty, then |Jz = J vy,
and is thus finite. If z is non-empty, then |Jz = Jy U #; y and z are both finite, and so |Jy will be finite,
and |J z will be almost equal to w. Hence |« is almost equal to w.

Thus we have verified that if x is a finite member of G; then |Jz € Gy.

If on the other hand, x almost equals w, then we can write x = y U z where z is a cofinite subset of w,
and y is a finite set disjoint from w = &. As G is transitive, y is a a finite subset of it, and therefore a
member of it, and therefore | Jy € G, by the previous paragraph. So |Jx = Jy Uw; Jy is either finite or
almost w; either way, | J« is almost w.

To show that € G; = tcl(z) € Gy, suppose that z is a counterexample of minimal rank. It is enough
to show that tcl(x) is either finite or almost w.

tel(z) =z U | tel(t),

tex

where by the minimality of  each tcl(¢) is in Gj.
4-1 REMARK The displayed formula implies easily that tcl(a Ub) = tcl(a) U tcl(b).
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So if x is finite, tcl(x) is the union of a finite set and finitely many sets each either finite or almost w, so
that tcl(z) itself must be either finite or almost w, and therefore in G;. Thus the minimal counterexample
must be almost w.

But now we may write x as the union of a finite set y disjoint from w and a cofinite subset z of w. We
know that tcl(y) € Gi by the argument of the previous paragraph, the rank of y not exceeding that of z,
and that tcl(z) = w, so that again tcl(z), being the union of a pair of elements of G is itself in Gy.

Model 1: A model of ReS with full separation in which cartesian products are absent

Consider, working in some suitable theory such as ZF, the class A of all transitive sets which contain
but finitely many ordered pairs.

Then M; = |JA;, which is the same as the class of all sets = such that tcl(z) contains but finitely
many ordered pairs,is supertransitive and contains all ordinals, and models Extensionality, AxPair, Sum Set,
Infinity and full Separation, full foundation and TCo. w € M; but w X w is not. Indeed the cartesian product
of an infinite set and a non-empty set is never there; but the cartesian product of two finite sets is there, so
in this model a set a is finite if and only if a x a € V.

4-2 REMARK Note also that the graph of addition is not present in this model, since its domain would be
w X w, and the domain can be recovered using the axioms of union and A, separation.

4-3 REMARK S(w) € My; indeed for each ordinal ¢, S(¢) € M;.

4-4 REMARK M; contains no bijection between w and S(w). For a bijection would be an infinite set of
ordered pairs. Indeed, M; contains no functions with infinite domain !

Model 1a

Write S(x) for the set of finite subsets of x. Then in M, S(w) exists, but S(S(w)) does not. Indeed if
a is infinite, S(S(a)) never exists. So let My, be the set of members = of M; such that S(y) exists in My
for each member y of tcl({z}). Then the model M, contains all ordinals but not S(w), and in it, a is finite
iff S(a) exists iff P(a) exists. What else is true there ?

Model 2: A model of ReS with full separation in which [w]! and [w]? do not exist
Take Ay to be the class of those transitive u such that {z € u | T < 2} is finite, and M to be |J Aa.

4-5 REMARK If we look at C, the class of those x such that tcl(z) contains only finitely many sets of
cardinality 2, we get a model that is nearly the same as the model Mj; the chief difference seems to be that
[w]¥ is not a member of C, but is a member of M;.

4-6 REMARK We shall return to this mode of construction for Model 6.

Model 3: ringing the changes
Consider for any given € the set A3 ¢ of those u with f,, O(n'). This gives a model M3 ¢ of full separation

in which Cartesian product will fail. [w]* will be in the model but not [w]®*+1.
The arguments are modifications of those of [M1]: a similar argument is worked in detail below.

Model 4: asymmetry of cartesian product

Let Ay = {u | u is transitive and (V' x {w}) N is finite }.
Put My = JAy4. Then w x {w} ¢ My, but both {w} x w and w x {w+ 1} are in My.

4-7 In one of our later systems we would be able to define the right Wiener-Kuratowski rank of a set by this
rudimentary recursion:

0 if z is not an ordered pair
1+ orwk (right(z)) otherwise

OrWwK (ZC) = {
and prove that for any z, go,wk (z) < w.
For the moment we content ourselves with a weak form, for which Sq is adequate, and which will be

useful for some of our model-building:
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4-8 DEFINITION The weak right Wiener—-Kuratowsk: rank is defined by cases:

0 if  is not an ordered pair
owrwk () = ¢ 1 if z is an ordered pair but right(x) is not
2 if both z and right(z) are ordered pairs

Now, for a variant of Model 4, take X to be the class of those sets of weak right WK rank 2. Then
w X (w X w) will not be in Mx, whereas (w x w) x w will be.
Hence we have the curiosity that in this model, there will be a bijection one way but not the other.

5: Models of DB

Model 5: A slim model for Devlin

5-0 PROPOSITION There is a supertransitive model of DB containing all ordinals but omitting the set of
finite sets of natural numbers.

Write f,, for the map n +— u N V,. Write g for the map n — n*.

5-1 DEFINITION Let A5 be the class of transitive sets u such that the map f, is dominated (i.e. eventually
majorised) by some gi. Let M5 = | As.

52 LEMMA A5 C Ms.
Proof : If u € As, then u € uU {u} € As;. = (5-2)

5-3 LEMMA My is transitive, being the union of transitive sets.

5-4 LEMMA Mj is supertransitive.

Proof : f x Cy € u € A5 then  C w; put v = wU {x}. v is transitive and for each n vNV,, <unV, + 1,
so v € As. = (5-4)

5-5 COROLLARY (Z) M5 models extensionality, difference, full foundation and full separation.

56 LEMMA w € Mj: indeed, As contains all ordinals.

57 LEMMA For each k, [w]* is in M.

Proof : uy, =g¢ wU [w]* U{[w]*} is transitive. (ukﬂ:Vn) = (}) <nk. =4 (5:7)

5-8 REMARK Indeed for each € M5 and each k € w, [z]* € M.

Proof : Fix z € u € A5 and k € w. It is enough to show that [u]* is in M. Let v = u U [u]® U {[u]*}: then
v is transitive. We shall show that v is in As. Note that a € [u]* N V,41 <= a C V,, & a € [u]¥, so that
[u]* N Va1 = [V, Nu]. So if V,, Nu is of size O(n?), then V,,11 N [u]* is of size O(n**). = (5-8)

5-9 LEMMA [w]<¥ is not in Ms.

Proof : Suppose [w]¥ € u, a transitive set. Then uNV, > 2", and the map n — 2" eventually strictly
dominates all the n — n*’s. = (5-9)

5-10 COROLLARY P(w) ¢ M.
5-11 LEMMA @ € Ms.

5-12 LEMMA If a and b are in M5 so is {a, b}.
Proof : Let a € u € As and b € v € A5. Put w = uUw. Then f, is dominated by f, + f,, so if f, is

dominated by gx and f, by ge, then f,, is dominated by gmax(k,e)+1- = (5-12)
5-13 LEMMA If a is in M3, so is | Ja.
Proof : Let a € u € As. Then a C u, so |Ja C |Ju C u; as before {{ Ja} Uu will be in As. = (5-13)

5-14 LEMMA TCo holds in M5; indeed x € M5 = tcl(x) € Ms.
Proof : Let v = tcl(x) where z € u € As. Then v C w and is therefore in M5 by supertransitivity. - (5-14)
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5.-15 LEMMA If a and b are in Mg so is a X b.

Proof : it is enough to show that if w is in As, then u* € As. By the reasoning in the proof of Proposition
3.7, if f, is dominated by g, then f,(n) for sufficiently large n is at most n* 4 (n—1)¥ + (n—1)2F + (n —2)%*
which in turn is at most 4go(n); thus f,« is dominated by goi4+1 and u* is accordingly in As. = (5-15)

5-16 LEMMA if x € u € A5, then Domx C u and is thus in M.

The following verifications are related to the finite axiomatisation of DB. We check that for a in Ms5,

an{(p,g)z2lpeqt eV
{<q7pa T> | <p,q,7'> S a} € M5
{<Q7T7p> | <p7Q7r> € a} € M5

The first is immediate by supertransitivity, and for the other two, if a € u € A5, both the given classes
are contained in u X (u X u), and are thus in M5 by supertransitivity.

5-17 REMARK The model being supertransitive, the set of even numbers is in it. That is of interest, because
that was Gandy’s test set, studied in Section 2. His arguments use quantifier elimination; our examples do
not.

We show that My is not a model of GJ. Recall the definition of the Ackermann relation ACK C w X w:
m ACKn if and only if 2™ is one of the summands in the binary expression of n as a sum of powers of 2.

5-18 LEMMA ACK € Ms.
Proof : w x w € My and M3 is supertransitive. —(5-18)

5-19 PROPOSITION M5 is not a model of GJ.
Proof : {ACK*{n} | n € w} = [w]<¥. By Lemmata 5-9 and 5-18, Axiom Rg fails in M. = (5-19)

5-20 REMARK The graph of addition is present in this model, as it will be in any supertransitive model
of DBy containing w; one may also argue directly that if w is the transitive closure of the singleton of that
graph, f, is dominated by gs.

5-21 REMARK Gandy’s model G, given below, is a model of GJI without the graph of addition; the submodel
U (G2 N Ajs) will be supertransitive relative to Go, and will be a transitive model of DB, indeed of BS, in
which GJ fails and in which the graph of addition is absent.

Model 6

We consider a variant of the construction My of section 2.
Here we wish to study the extent to which DB proves the existence of the sets [w]

5-22 PROPOSITION For any £ > 3, DB, if consistent, fails to prove that [w]* exists.
Fix € > 3. We shall exhibit a supertransitive model Mg ¢ of DB in which [w]? exists iff £ # &

5-23 REMARK Indeed the existence of [w]’ for different ¢ is independent. So we can code an arbitrary subset
of w into the theory of such a model.

Guided by Proposition 3-8, we let X¢ ¢ be the class of all sets of cardinality £, we take Ag ¢ to be the
class of all transitive u such that u N Xg ¢ is finite, and Mg ¢ to be |JAge. Then that will model Sy with
full separation and full foundation; for ¢ > 3, it will model Cartesian Product, since then for u transitive,
XeeN ([u]' Uu]?U (uxu)) =2, and so u € Agp = u* € Agp.

If [ # &, then for each z in Mg g, [z]' will be in Mg ¢: if 7 € u € Age, [2]' C [u]'; uU[u]' is transitive, and
its intersection with X ¢ equals uN Xg_¢, and is therefore finite. By the supertransitivity of Mg ¢, [7]' € Mg e.

On the other hand for no infinite member x of Mg will [2]* be in Mg, as no member of Mg can
have infinitely many members of cardinality &.

So it will also be true that tw is not in the model, although w x (w x (...)) (€ times) will be.

5-24 REMARK Consider the case £ = 3: the graph of addition, implemented (as we do) as a subset of
w X (wx w), is a member of Mg 3, but implemented as a set of 3-tuples is not, since in that model, no infinite
subset of 3w exists. Thus these weak theories are extremely sensitive to the implementation of functions, a
point that is touched on by Stanley in his review [St] of Devlin’s book [De].

3
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5-25 REMARK If we ask that for each k& u contains only finitely many sets of size k, the resulting model,
though containing all the ordinals, will contain none of the sets [w]”; if we ask for u to contain only finitely
many finite sets, the resulting model will be HF, given that we are using the Axiom of Foundation. In a
universe with Quine atoms, of course, the situation would be different.

A variant of Model 6

Let A ={u|Ju Cu& un?w,w+w) is finite}, and let M = (JA. Then HF € M but ?[w,w + w) is
not. M contains all ordinals and is a supertransitive model of BS.

Model 7: a failure of |J “

Here we shall exhibit a transitive model of BS in which the following failure of GJ occurs: there is a set
B such that {{J | x € B} is not a set.

Following Proposition 3-8, take X to be the class of transitive sets of limit rank, A7 to be A%, the class
of all transitive sets u such that only finitely many transitive sets of limit rank are members of u, and M7y
to be JAr.

Then M7 is a supertransitive model of ReSy + full Foundation + TCo; “xz x y € V” will be true in it since
for u transitive, u* N X = uN X, as all members of [u]' U[u]?U (u X u) are non-empty finite sets and therefore
of successor rank; and it contains all the ordinals below w?, and thus models the axiom of infinity. To prove
the failure of GJ, we turn to the idea of a Zermelo tower from [M1], which is defined thus:

5-26 DEFINITION For a any set, put

Zo(a) = ; Z1(a) = {a}; Zns1(a) = {a} U(P(Zn(a)) ~ {2}); Z(a) = UnewZn(a).

If one thinks of HF as a collection of words in &, { and } then Z(a) is the collection of the corresponding
words with a substituted for @ throughout. Thus every member either is a finite non-empty set or equals a.

Now let & be the set of those subsets a of w + 1 of which w is a member.

For each such a let z(a) =4 {Zn(a) | n € w}. The rank of z(a) is w + w.

Let 2*(a) = x4 U{w+ 1}. All the members of z*(a) are of successor rank, and so 2*(a) is not transitive,
but J2*(a) = Z(a) U (w+ 1) which is transitive, and of rank w + wj; its only transitive member of limit rank
is w; thus each z*(a) is in M7.

Take B to be {z*(a) | a € X'}. Note that

tel({B}) = {B}UBU {Zn(a) | n cw& a€ X}U{w+1} Uw+ 1,

a transitive set of which the sole transitive member of limit rank is w. Hence B € My; but {Jz | « € B}
will not be, since it is an infinite set of transitive sets of limit rank.

Model 8: in which S(w) exists but not S(w x w)

Note that the cardinality of S(w x w) NV, is about 2("~° an order of magnitude higher than that of
S(w) N Vy,; we have to take the transitive closure of course, but that will only make it higher.

So take Ag to be the class of all transitive u such that the map f,, defined by f,,(n) = u NV}, is eventually

dominated, for some k, by n — 287 and Mg to be | J Ag.
By Proposition 3-3 and Proposition 3-7, Mg models BS.

5-27 REMARK By estignating the number of ordered triples in V,,, and considering those transitive u with f,
dominated by n +— 2*"" for some k, we would obtain a model containing S(w x w) but omitting S(w x (wXx w)).

Model 9: a failure of Seq

The importance of this example will be explained in our discussion in 10-6: it provides a model of BS
containg HF that refutes Devlin’s claim that BS proves VaVne, Ju Seq(u, a, n).
Let Ag be {u|Ju C u & un?3A is finite}, where we have yet to choose A.

528 LEMMA HF N34 = 3(HF N A).

So take A to be {w} X w. The resulting model Mg = | J Ag will have HF as a member; ?({w} x w) will
not be there, but 3(w x {w}) will be. The model will contain a bijection between the two sets w x {w} and
{w} X w, and therefore will fail to model GJ.
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We should check that x-closure holds in Model 9. Recall that u* =« U [u]' U [u]? Uu x u.
The members of 34 are 3-sequences, which are neither singletons nor doubletons nor ordered pairs. So
in this case

u* N3A =un?3A,
and all is well.

5-29 REMARK In the next section we give Gandy’s model of GJI, which thus contains for each a and n a u
such that Seq(u, a,n) but which does not, for a = w, contain the set of all finite sequences of members of a.

Model 10: from sheer perversity

Let P be an almost disjoint family of infinite subsets of w; for X in P, consider the class Ax of all
transitive sets having finite intersection with 3X. Take for Q any subset of P, Ag to be the intersection of
all the Ax for X € Q. Then, for X in P, [JAg will contain *X iff X is not in @, and will model BS.

6: Models of GJ

Gandy: A set that models GJ but not fReR

Take G to be the rudimentary closure of {w}.

The set of even numbers is not in Gs, not being Ag. II;, indeed full, foundation is true in Go; TCo will
be true there as w is transitive, by Proposition 2-82. But as we saw in Section 2, fReR proves the existence
of EVEN.

The next two remarks are semantical versions of [G, Theorems 2.2.2(ii) and 3.1.1].

6-0 REMARK It follows that the graph G of addition is not a member of this model, for

EVEN=wnN{n|n =0V Imcp(n,m,m) € G}.
6-1 REMARK The graph of concatenation is not in this model.

The unprovability of S(w) € V in GJI

6-2 REMARK If Ag separation is true and S(w) € V, then the set of even numbers can be built as
U(S(w)ﬂ{z|r§w&0€x&Vn:< Uz(nexz<=n+1¢ux)})

6-3 COROLLARY “S(w) € V7 is false in the rud closure of {w}.
Proof : by Gandy, who showed that EVEN is not there.
6-4 COROLLARY “S(w) € V7 is not provable in GJI.

6-5 COROLLARY Since the existence of S(w) is derivable in GJ from the existence of ACK, the existence of
ACK is not provable in GJI.
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7: Models of fReR and beyond

Gandy: A set that models fReR but not ReR
Take G to be V4.

Model 11:
Write HC for the union of all countable transitive sets. Then, assuming choice for countable families,

Mi; =4f Vut+w NHC, that is, the union of all countable transitive sets of rank less than w + w, will be a
model of fReRI but not, by Proposition 2-102, ReR.

Variants of Model 11:

As often in this paper, we can obtain further models by carrying out one construction within another.
Let N be an admissible set of height £ > w. For 0 < n = Jn < &, let N1, be the union of transitive sets
in N of rank less than 7. Then that will be a model of fReC, and of AxInf if > w. For a second example,
assume that AC holds in N and consider the union P of all transitive sets which are members of N and
countable there. Then P will be a model of fReC. Further P will be a model of S(z) € V.

Model 12: of fReR omitting HF

Since fReRg is a subtheory of Z, it is enough to find a transitive model of Z in which HF is not a set. The
construction of one such model is sketched in Remark 14-24; for others, see [M1] and the further references
there.

7-0 PROBLEM For which A\ and « are L) and J, a model of fReR or fReC? Material in Section 9 suggests
that a necessary condition will be that o = wa. Is that also sufficient ?

Zarach: a set that models ReR but not KPI
See [Z], Theorem 6.4.

Model 13: a model of Z + TCo in which rank is not everywhere defined
Let A be a limit ordinal. Define

Az =ar {u|UuCu&uni <A} Mis ) = UA13,,\;

Note that if v and v are members of A3 » then uUv € Ay, and uUP(u) U{P(u)} € A1z x; so Miz »
will be a supertransitive model of all of Z except (in the case A = w) the axiom of infinity. As A13x C M3 »,
M3, will also model TCo. V) will be a subclass but not a member of Mj3 y; ON NM;j3x = A. V) will be
definable over M3 ) as the class of those sets which lie in the domain of an attempt at the rank function.
The union of those attempts will be a class but not a set of M3 ».

We show that M3 will contain sets of all ranks. Let u be any member of A;3 ) which is not an
ordinal. Define the sequence

Ug = U; UVJrl:uuU{uV}; un:UuV f0r0<77:U77-
v<n
Then it is easily shown by induction on v that no u, is an ordinal; that each u, is transitive; that each
u, is a member of each u,s with v < v/; that o(u,) = o(ug) + v; that u, " ON = ug N ON; and hence that
each u, is in A;3  and therefore in M3 y.
The case A = w gives us a model of Z which has infinite members but for which the axiom of infinity in
the form w € V is false.

Variants of Model 13 will be studied in Rudimentary Recursion [M4].
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DS

ReSs, GJs
fReRs

PART 11

8: Adding S(x) € V to these systems

Devlin in his book [Dev] had the aim of finding a theory that would hold in all structures Ly for A a
limit ordinal, and in all structures J, for a an arbitrary non-zero ordinal, be strong enough for a unified
development of both hierarchies, and yet not require the introduction of rudimentary functions at too early
a stage; and proposed BS as such a theory. Alas, it proves to be too weak, as we shall see in Section 10
through the use of the models that we have built in earlier sections. Devlin’s treatment is further flawed by
other mistakes such as those mentioned by Stanley in his review (Journal of Symbolic Logic 53 pp 864-8)
of Devlin’s book Constructibility, where Solovay (unpublished) is quoted as declaring [Dev, 1.9.5] to be false
“as can be seen by a forcing argument,” and [Dev 1.9.3] to be refutable “by the use of Ehrenfeucht games.”

Stanley concludes his review of [Dev] by asking whether such a theory might be found. We have three
candidates: our first proposal, which we call DS, for “Devlin strengthened”, is to add to the axioms of DB
the axioms

weVand S(x) €V,
where S(z) is to mean the set of finite subsets of 2. Call ReSs, GJs, fReRs the result of adding, to ReS, GJ,

and fReR respectively, the same two principles. Note that whereas BS had full foundation, we allow DS and
our other systems to have only II; foundation.

8-:0 PROPOSITION The existence of Cartesian products is provable in ReSs: so DS is the same as ReSs.

Proof : given a, S(a) will contain all 1- and 2-element subsets of a; hence a x @ is a Ag subclass of the set
8(S8(a)); to form b X ¢, take a = bU ¢ and apply Ag Separation. - (8-0)

At the stronger end of our lattice of theories, the enhancement amounts to no more than adding the
axiom of infinity, since by Proposition 2-103, ReRI proves that Vo S(z) € V.

81 PROBLEM Is TCo derivable from the other axioms of ReR ?
8-2 REMARK It is tempting to add a further axiom,

HF €V,

which in many ways makes life easier, because HF is a model of ZF — Infinity, and therefore a large number
of functions become automatically available. But a feeling, that doing so does not address the chief problem
with BS, is reinforced by the variant of Model 6 mentioned after Remark 5-25, in which HF exists but some
32 not.

Our aim, in this section and the next, is to study these systems, and we shall begin by enlarging our
syntax to treat a class of formula that is slightly more general than Ag but still limited in a specific sense.

A syntactical enhancement

We examine the consequences of allowing limited quantifiers Vycs(z), Fyes(x). The paradigm for our
discussion is section 6 of “The Strength of Mac Lane Set Theory” where the quantifiers Vy¢cp(z), there
written as Vy: C x and in the present paper as Vyc 4, were discussed.

We call a formula A s if all its quantifiers are of the form Qzeg(y) or Qrey where ) is V or 3, and
x and y are distinct variables. We preserve “restricted” as a description of the quantifiers Qz ¢y , and speak
of the occurrences of y in QueS(y) or Quey as limiting the range of the bound variable . It is tempting,
indeed, to adopt a different presentation of the language by declaring the class of atomic formulae to consist
of every formula of one of the three forms

TEY T=y x € S(y)

and to have three kinds of quantifiers, Vz, Vrey and Ve S(y) in the language; but we shall not formally
adopt this approach here. Gandy in his paper [G] suggests considering the ancestral €* of €, where x €* y
iff x € tel(y), which will become easily available in our system.

8-:3 PROPOSITION (DS) “z € S(y)”, “c =S(y)” and “S(y) € z” are all Ay_s.
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Normal forms for Aj s formulse

8-4 We sketch a method of rewriting a A s formula so that all variables are limited by terms constructed
from the free variables of the original formula using only [ J; thus ultimately the terms limiting variables
contain no variables that are themselves bound by other quantifiers.

Unlike €, C is transitive. Hence the following reduction is available:

e S(t) VWeS(x) A == FreS(t) VWeS(t) lv € v = ]

Note here that on the left hand side the x limiting y in the quantifier Vyeg(m) is itself bound by the
preceding quantifier Elxeg(t) , whereas on the right hand side the ¢ that limits both quantifiers is itself free.
We may speak of ¢ in the above displayed formula or | J¢ in the next as a free term.

We thus obtain these reductions:

VicqWer A < VicqyeUaly € = & Al;
VieS(a) Wer A < VoeS(a) Wealy € v & AJ;
VicqIeS(z) A < Y2eqIyeS(Ua) ly €z & A
= VoeqIeS(Ua) [Vs1eUa (s1 €y = y1 € ) & AU];
VzeS(a) WeS(x) A < V2eS(a) WeS
= V2 S(a) WeS

a) ly Ca &
a) [Vsacq (s2 €y = s2 € x) & 2.

(
(

Those equivalences, which are all valid in Sy, and, where applicable, preserve the stratifiability of
the formula under consideration, show that one may progressively rewrite the formula to one in which all
limitations are of the form ¢S(Uta) or eutq with a a free variable. We call such a formula one in free
form. Our expansion of y C x in the fourth and sixth lines, which would be unnecessary if we treated
y C x as atomic, helps to secure free form. We call the bound variables s, ¢ introduced in those expansions
subsidiary variables: we shall suppress mention of them in our discussion below, so that when we speak of
“every quantifier”, we mean “every quantifier binding other than a subsidiary variable”.

Given a formula in free form, we replace each limiting free term by a new variable and add a clause
expressing the equality of the term and the variable.
We have reached the

8:5 FIRST LIMITED NORMAL FORM Let ® be a Ay s formula with free variables ag,...a,. Let m + 1
be the number of quantifiers occurring in ®. Then for 0 < j < m, there are numbers 0 < ¥(j) < n,
0 < I(j), determined by the quantifier structure of ®, new variables yo, . .. Yym, and a Ag s formula ¥, with
free variables ay, . . . an, Yo, - - - Ym, In which every quantifier is limited by one of the parameters y;, such that,
abbreviating Yyo, . .., Yym by V_g;, we have

oy V| /\ 5 = U " Par) = [0(@) < 913 7)]]

0<j<m

To take things to a second stage, if we know that we intend using the formula ®(a) in a context where
a; will be constrained to be a member of b;, we may replace the restriction ¢(jlg; by the restriction ¢t+1p, ;
and each limitation ¢S(U'q;) by the limitation ¢§(U™1p,), since if a € D, U'a € U™, and make a
corresponding adjustment to the matrix.

We could also consider intended limitations a; C b; instead of restrictions a; € b;: the replacements to
be made then would be clq; by cU'p; and eS(U'a;) by eS(U'D;)» since if a C b then (J ‘a CU'.

Further, we could mix our intentions, and also leave some a; untouched, which is tantamount to saying
a; = b;. We thus have the
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8:6 SECOND LIMITED NORMAL FORM Continuing the notation of the First Limited Normal Form, let R,
S and U be disjoint sets partitioning [0,n], and let by, ..., by be variables not occurring in ®. Then for the
same numbers €(j), (), there is a Ag s formula Wy with free variables ag, .. .Gy, Yo, - - Ym, in which every
quantifier is limited to one of the parameters y;, such that

FDBO V?)VEV?J[{ /\ai S b1 & /\ai Q bZ & /\ a; = bZ & /\ yj = U[(j)+1bé(j) & /\ yj = U[(j)bk(j):| —
i in R i in S i in U £(j) in R £(j) in
S or U

— [@(a’) — Uy (d, g)H

87 EXAMPLE Let 2 be quantifier-free, with six variables a, b, x, y, z, w. Suppose we want to re-write the
formula ®(a,b) <=q¢ FreaVyeS(x) Fzex VweS(z) Aa,b,z,y, z,w).
Let
B(a,b,z,y,z,w) <ar (YyCo=[z€2& (wCz= Aa,bzy,zw))).

Notice that 9B is Ag, or indeed quantifier-free if we count s C ¢ as atomic. Then

Irea VYeS(z) Fzex VweS(z) Ala, b) <
= Jreq VYeS(Ua) 3zeUa Vwe S(UUa) [B(a,b, 2,9, 2,w)]
In order not to use S applied to a term that is not a variable, we introduce further variables z;.
8-8 FIRST RESTRICTED NORMAL FORM Continuing the notation of the First Limited Normal Form, for
the same numbers €(j), [(j), there is a partition of {j | 0 < j < m} into disjoint sets Ly, Rg; there are new

variables y;, z; for 0 < j < m; and there is a Ay formula V3, with free variables the a’s and the z’s; such
that every quantifier in W3 is restricted to one of the parameters z;, and

FoBg VMV?[[ A =95 &5 = U W) & (2 = Swy) & ys = U Vayy) |+ [0(@) = 0@, z)}]
j in Re jin Lg

Taking that to the corresponding second stage, and noting that if a C b then S(|J'a) € S(|J'b), whereas
if a €b, S(U'a) C S(U"?h), we reach the
8-9 SECOND RESTRICTED NORMAL FORM Let ® be a Ay s formula with free variables ag,...a,. Let R,
S and U be disjoint sets partitioning [0,n], and let by, ...,b, be variables not occurring in ®. Let m + 1 be
the number of quantifiers occurring in ®. Then there is a partition of {j | 0 < j < m} into disjoint sets Lg,
Ro; for 0 < j < m, there are numbers 0 < £(j) < n, 0 < [(j), determined by the quantifier structure of ®,
there are new variables y;, z; for 0 < j < m; and there is a ¢ formula W, with free variables the a’s and
the z’s, in which every quantifier is restricted to one of the parameters z;; such that,

FDBOV%VE%/V}H Naicbi & NaiChi & \ai=b &

7 in R iin S iin U

& N =y &y =U" ) & N (2= 8) &y =U" b)) &

j in Rg, jin Lg,

¢(j) in R £(j) in R

& N (=y&y=Ubg) & N\ (5 =5) &y = Ur(j)bé(j))] -
j in R, jin Le,

£(j) in S or U £(j) in Sor U

— [@(a’) — Uy(a, z)w

Self-strengthening of DS
We may now deduce the
8:10 METATHEOREM DS proves all instances of the scheme of Ay s separation.
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Proof : Suppose that there are m + 1 quantifiers in the Ag s formula ®(z,a). By the Second Restricted
Normal Form, we know that there are new variables yq, ..., Ym, 20, .- ., 2m and a Ag formula ¥4 (z, @, 2) with
the free variables shown, such that

DByFzed& <conditions on 7, ¢, d and [i> = [@(x, a) < Uy(x,d, 7)),

where there are m+ 1 conditions, each of one of the four following types, according to the quantifier structure
of ®:

=y&y=U"d; =S &y=U""d; =y&y=U'"d; [ =Sy &y=U"d.
In DS we may prove that given d and @ there are y’s and z’s satisfying the conditions, and for those z,

we have Ve ((z,d@) <= W4(z,d, 7)), whence
dn{z | ®(z,d)} =dn{x | Vy(x,d, 2)} € V. - (8-10)

8-11 PROPOSITION DS proves that the graph G, of integer addition, or indeed of any partial recursive
function, is a set.

Proof : To get the graph of addition, we would apply separation to w X (w X w) to form the set of all triples
such that there exists an attempt: prima facie 31 or perhaps just Aj separation, given that attempts are
unique (a fact that we have not proved). But the attempts are all in S(w X (w x w)), and so with that set
as a parameter, only Ag separation is needed. —(8:11)

The results following Definitions 2-16 and 2-17 can be improved:
812 LEMMA “z € S(y)” is APS.
Proof : by Corollary 2-20 and Lemma 2-21.
813 LEMMA (DS) z C S(y) < Fe[Vwe,w Cy & VweyIfeeTInew f:n — w).

Proof : Take ¢ = S(y x w). = (8-13)
8-14 COROLLARY “z C S(y)” and “z = S(y)” are ADS,
Proof : the first part by Lemmata 2-22 and 8-13; the second then follows by Lemma 2-23. - (8-14)

8-15 REMARK The above discussion shows that the function z — S(z) is £; in ReR with w € V' and II;
foundation.

8-16 METATHEOREM Every IT, s predicate is T1DS.

Proof : Consider a predicate of the form Ve®(c, @) where ® is Ay s. We again use the Second Restricted

Normal Form, which tells us that there is a Ag predicate Uy(c, a, Z) and further variables b and i/, such that

®(c,a) is equivalent to W4(c,a, Z) provided finitely many conditions hold, of the form z = S(y) & y = |J*b

or z =y &y = J, and each a and c is either a member of or a subset of or equal to the corresponding b.
Thus, writing out a sample condition,

Ved(c, a) <= vc%v}v@[[[z =Sy) & y=UH&aCh& ... & [.]] = q/4(c,a,z)},
N—— N—— ~—~ N——.
31 Ao 1 Ao
which is II;, as required. - (8-16)

DS with TCo

8-:17 PROPOSITION (DS + TCo) tcl(x) € V.

Proof : fix x, and using TCo, let u be a transitive set of which x is a member. Using S(x) € V, let a be the
set S(u X w).
Say that f descends from x to y if

Fn(f) & Domf ew&2<Dom f& f(0) =z & Vk: <Dom (f)—1f(k+1) € f(k) & f(Dom (f)—1) =y.
That is a Ag predicate of f, and each such f is in a, so the class
u N {y ‘ Ifcalf descends from z to y]}

is a set and is the desired transitive closure of z. = (8:17)
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Self-strengthening of GJs

8-18 LEMMA (GJs) {S(z)|xz€a}cV.
Proof : Fix the set a. If 2 € a then  C |Ja, so S(z) € S(Ua). The desired set is the class

{SUa)n{ylyca}|, zea},
which is a set by an application of RR*. - (8-18)

819 COROLLARY (GJs) {(S(Uw),S(w)) | w € b} € V.

Proof : consider {S(v) |, v € a} x {S(w) | w € b} N{(c,d)2 |c.a Uc=JUd}, taking a = {Jw |» w € b}.
+(819)

8-:20 PROPOSITION GlJs proves A s rud replacement.

Proof : Aiming, in fact, for the extended form corresponding to RR™, defined in 2-88, we must show that
ngv,rlﬂwv_{)exl FtewVu(u € t <= u € 22 & O(u, D),

where @ is a Ay s formula with the free variables shown.

Suppose that there are m + 1 quantifiers in ®. By the Second Restricted Normal Form, we know that
there are new variables yo, ..., Ym, 20,--.,2m and a Ag formula Uy (u, ¥, Z) with the free variables shown,
such that

DBpFucaz &va & <conditions on Z, i, x1, and z2> = [@(u, ¥) <= Uy(u, v, 2)],

where there are m+1 conditions, each of one of the four following types, according to the quantifier structure
of &:

=y&y=U""2); =8 &y=U""z); =y &y=U""a1]; [z =S) &y=U""a].
A slight extension of RRT would tell us that
VaoVa JuVze AVoe g, HtewVul(u € t <= u € 22 & Uy(u, 7, 7)),

where A is a certain class, provably a set containing at most m + 1 elements, namely the values of the form
U™ tag or S(U™ 1 a2) given to the 2’s by the conditions.
To show that, fix xo. If we write z3 for x1 U A, then by RR™, we may deduce that

Elwv_{)exg Vzegs Ftew Vu(u €t <= u € x2 & Vy(u, 7, 7)),

whence .
FuVve gy Vaers Ftew Vu(u € t < u € z3 & (u,7)).

We may now cut this w down to exactly the one we want by applying Ag s separation. - (8-20)

Self-strengthening of fReRs

8-:21 PROPOSITION fReRs proves flat Ag s replacement.
Proof : We must show that

Vrey d[®(z,d) & d C e] = TVd[d € v <= Tacy [®(z,d) & d C €]],

where @ is a Ay s formula with the two free variables shown.

Suppose that there are m + 1 quantifiers in ®. By the Second Restricted Normal Form, we know that
there are new variables yo, ..., Ym, 20,.-.,2m and a A formula Uy(x,d, Z) with m + 3 free variables, such
that

DBoFreu&dlek <conditions on 2, ¢, u, and e> = [@(x, d) <= Vy(z,d, 2)],
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where there are m+1 conditions, each of one of the four following types, according to the quantifier structure
of &:

=y&y=U""u); =8 &y=U""u; [c=y&y=U'e; r=8@) &y =U"e.

Fix u and e; then, using Vz S(z) € V, the conditions will give fixed values to the y’s and z’s; for those
values we shall have that for x € u and d C e, ®(z,d) < U4(z,d, 2).

Suppose now that Vg Id[@(z,d) & d C e]; then Vrgy Id[Pa(z,d, 2) & d C e]. We appeal to the
extended form of (BdR) proved as Proposition 2-101, to deduce that

FoVd[d € v <= Fuey [Va(w,d, 2) & d C €],
whence

Fovd[d € v <= Fxcy [®(,d) & d C €]]. - (8-21)

8-22 REMARK In [M5] it will be seen that the system fReRs proves appropriate for the development of the
definition of forcing, and that fReCs might be the weakest system persistent under set-generic extensions.

8-23 REMARK In [M4] we shall study rudimentary recursions on the ancestral and related relations.

Self-strengthening of ReR

8:24 LEMMA (ReR) All instances of A replacement where, as in Proposition 2-101, ¢ is allowed to have
further free variables.

Proof : Suppose that 2 is Ag and that Vacq 3y2A(z, y, w). Let u3 = u x {w}. Then

Va ey, 3y A(left(x), y, right(z)) .

S
AOO

So applying Ay replacement, we get JvVy(y € v iff gy, A(left(x), y, right(z)), which in turn is equivalent
to Jxeq A, y, w), as required.

8-:25 PROPOSITION ReRI proves each instance of Ay s replacement.
Proof : The argument given for 8-21 adapts easily, using the Lemma. - (8-25)
8-:26 PROBLEM Does ReR prove S(z) € V' 7 the idea being that if there is an infinite set, then one ought to

be able to prove that w exists, and thence that S(x) € V; and if all sets are finite a proof of S(z) € V will
be provided by Proposition 2-13.

We pause to establish two results concerning the sets Z(a) defined in [M1], whose definition was recalled
in our discussion of Model 7.

8-27 DEFINITION We write “f attempts Z(a) at n” for the Ag s formula
Fn(f) & Dom (f) =n+1& f(0) =@ & Vkcn (f(k+1) =S(f(k)) U{a} ~ {2}).

8-28 PROPOSITION (ReRl) Va:w — 2, Z(a) exists.
Proof : Fix a. Note that if Fn(f) then

z=S(f(k) = Jyecuu(f) (W, k)2 € f &z =S(y).

Ao,s

Hence we may assert that
Vnew 3f (f attempts Z(a) at n);

for the class of n for which the assertion fails is II; s and therefore by Metatheorem 8-16 has, if non-empty,
a minimal element, necessarily a successor; which can rapidly be refuted.
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For each n, there can be at most one such f, so by Ag s replacement, the set of such f exists; its union
will be a function, of which the class Z(a) is the image and therefore a set. - (8-28)

8-29 DEFINITION Let ¥(z,a) be the A s formula

a€x&Vbeg[{b}ex& (beS(@)Vb=0a)& (b= =1b=0a)] & VscS(z)[s # D = s € a].

8:30 LEMMA (ReRl) Z(a) € V=[x = Z(a) < ¥(z,a)].

Proof : Tt is readily checked that x = Z(a) = ¥(z, a).
Suppose that Z(a) € V and that ¥(z,a). Let ¢ = S(Z(a) X w). Then

{n| Zu(a) € 2} = {n | If b f attempts Z(a) at n & f(n) € };

Ao,s

IT; foundation would yield a minimal element of that class, if non-empty; but Zy(a) = @ C z, and it is easily
checked that ¥(z,a) & Z,(a) C x = Zp41 C x. Thus Z(a) C z.

If « € Z(a), let y be an €-minimal element of z \ Z(a). Then y # @, y € S(x) and y C Z(a). Hence
VeeyMnew (2 € Znt1(a) & 2 ¢ Zn(a)); the class of such n’s is therefore a set, which is finite and therefore

Ag,s
bounded in w; so Imeyy C Zpn(a), whence y € Zy,11(a), contradicting y ¢ Z(a). = (8-30)

8-:31 COROLLARY (ReRI) “z = Z(a)” is Ag,s.

8-32 PROPOSITION (ReRl) Vbc«9{Z(a)|acb}eV.
Proof : Fix b. Then Vacp3lx = Z(a); apply Ay s replacement to complete the proof. - (8-32)
———

Ao,s

Self-strengthening of KPI

8-:33 PROPOSITION KPI proves every instance of Ag s collection.

Proof : We may either use Remark 8-30 or else Metatheorem 8-31, which implies that in the context of
KPI, every Ag,s formula is equivalent to a X, one; but it is well-known that KP is self-strengthening to X;
collection. - (8:33)

8-34 PROBLEM In Proposition 8.33, can KPI be reduced to KP ? In KP rank is definable and the rank of an
infinite set must be at least w; but with infinity S(z) € V becomes provable.
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9: The Gandy sequence

In this section we wish to assess the relative strength of the enhanced theories DS, etc.
9-0 PROPOSITION There is a model of DS plus HF € V in which GJ is false.

Proof : The model M7 will do. We have to prove that “S(z) € V” is true in M7. Note that any non-empty
finite set must have successor rank. So if w is transitive and contains only finitely many transitive sets of
limit rank, then v US(u) U {S(u)} will have the same property. That suffices. = (9-0)

GJsin L and J
Now we wish to verify that GJs is true in every Ly (A=A >w)and J, (o > 1).
9-1 PROPOSITION “S(z) € V” is true in every L.

Proof : evidently so for A = w; thereafter we have languages. Given x € L¢, all its finite subsets will be in
L¢41, and the set of them will be in L¢o. —4(9-1)

9-2 PROPOSITION “S(z) € V7 is true in every J,.

9-3 LEMMA The sequence <[§]<‘” | ¢ < wa> is uniformly 1 over every J,.
Proof : by a rudimentary recursion, as discussed in [M4]. = (9-3)

The S, 5+% used in the next proof may be defined as in Dodd’s book, or one might use the sets corre-
sponding to the T;, defined in the proof of Proposition 9-7.

9-4 LEMMA In each J,, to every set x there is an ordinal \ and a surjection f : A R

Proof : In J, each set is a member of some S,31%, with 3 < «, so we may derive the lemma from [Do],
chapter 1, section 2, Lemma 2.42 on page 20, which Dodd proves within his theory R} that he introduces on
page 12. In our terms that is the theory GJ plus TCo (in view of his Lemma 2.6) plus a version of “V = L”
plus certain instances of the scheme of full foundation. He shows though that each J, models this theory:
see his Lemma 2.21 on page 14. =4 (9-4)

Proof of the proposition: let f € J, be a surjection from ¢ to z. Then S(x) = {f“a|a € S(¢)}. —4(9-2)

9-5 PROPOSITION Let A be a limit ordinal. Then Ly models (RR).
Proof : For if  is in L¢ each of the N {u|¢(u, )} is in L4 and the set of them is in Leyo. = (9-5)

9-6 ProrosiTiION HF = L, = Ji, and hence is a member of L, and of Jy, for each v > 0.

Model 14: of GJs without fReR
9-7 THEOREM There is a model of GJs plus HF € V' in which fReR is false.

Proof : Such a model is J5. Here we shall use the existence of our single rudimentary function T of Definition
2-73 that for any transitive set u generates the rudimentary closure of v U {u}. It has these properties: the
elements of T(u) are subsets of u and, for non-empty u, are precisely the sets of the form S(u;z,y), where S
is one of our list Sp,...S11 of twelve rudimentary functions, and x,y € u. Similarly the elements of T(T(u))
are the sets S(T(u);x,y), where x and y are members of T(u), and are subsets of T(u).

Our function T differs slightly from those used by Jensen, Devlin and Dodd, and so we make a corre-
sponding change of notation. We write Ty for Ji, and successively T,,+1 for T(T,,). Then To C Ty C ... and
J2 = U nEan- .

Our intention is to build a calculus of terms, using names S; for S; in that finite list, and allowing as
arguments names for the various 7, and their members. We define the class of terms recursively. Wy is to
comprise symbols for the members of J;. Having formed W,,, we take a new symbol 7, for T;,, and let W, 11
be the set of words of the form S’i.(Tn; v, w) where v and w are words in W,,, 0 <7 < 9, and ( and ) are the
parentheses of the formal language we are developing.

Thus W, comprises words of the form S (Tl; x, y) where z and y are in W.

We suppose that our symbols are coded so that W,, C w C J; = HF, and that the W, are pairwise
disjoint, and that the coding has been done in some reasonable recursive way, so that in particular the map
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k — Tk7 is recursive with recursive inverse, and that there is a recursive map (n, k)2 — wj such that for
each n, (w})x is a recursive enumeration of the words in W,,.

Let &, be the evaluation function of these words: so that the set of evaluations, £,[W,], is precisely the
set T), just defined.

Let M., be the relation on w defined by

My (w,v) <= weW, &veW, &&,(w) € &,(v).
Let 9, be the relation on W,, defined by

On(w,v) <= weW, &veW, & & (w) =E&,(v).

9-8 REMARK In our context, of full extensionality, @, will of course be rudimentary in M,, and might
therefore be dropped from this discussion; but with possible applications of the present argument in a
non-extensional context in mind, we keep both predicates in play.

9-9 PROPOSITION There are rudimentary functions G and H such that

MnJrl = G(Mn7 Qn) & QnJrl = H(Mn7 Qn)

Proof : We examine the passage from one stage to the next in greater detail. We have a non-empty set W
of words and an evaluation £ for those words, such that £[W] = U, a non-empty transitive set. We add a
term 7 to the language to denote U. We define a new set of words thus:

Wt ={S;(r;v,w) | 0<i<11,v € W,w e W}
We define an evaluation £ of the words in W thus:

EX(Si(r;0,w)) = Si(U; E(v), E(w)).

The evaluation of course takes place in the set theoretical universe. We wish to show that it can be
carried out at a more formal level.

We define relations M, Q on W, and M™, Q9 on W™, and we shall show that the second pair are
uniformly rudimentary in the first pair.

9-10 DEFINITION M(v,w) <=>qr E(v) € E(w)
Qv,w) <=qr E(v) = E(w)
and similarly
M (vt wh) =g ET(vT) € EF(w™)
Q+(v+,w+) g5 5+(’U+) — 5+(w+)

9-11 REMARK Let UT = ET(W™T): then Ut = T(U). Thus each evaluation £ (v") of a word in W will
be a subset of U, and therefore quantification over U suffices for comparing one evaluation with another; the
finitely many functions involved being rudimentary, describing the evaluations will always be Ag.

9-12 LEMMA For z € W and wt a word in W, the relation £(z) € ET(w™) is (uniformly) rudimentary in
W, M and Q.

Proof : essentially because the class of rudimentary relations is closed under definition by rudimentarily
distinguishable cases. Let w™ be S, (7; w1, w2). If, say, p = 2, we shall have

E(2) € ET(wT) <= Jwscw (M(z,ws3) & M(ws,w1)).

For the general case, the function S; being rudimentary, the predicate z € S;(u; x,y) will be a Ag predicate
of z, u, x and y; rewrite that predicate by requiring all bound variables to be restricted to members of W,
and as for atomic formulee, replace a = b by Q(a,b) and a € b by M(a,b). Note that for i =0, 1, 2,3, 5,9
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and 11, u does not occur; otherwise v only occurs in contexts such as u N\ R;(z) (for i = 6 or 7), uN R;(z,y)
(for i =4 or 8), and z € u (for i = 10); and so in all cases when the formula is written out, u will occur only
in atomic formule of the form a € u; of which the formal counterparts will always be evaluated as true, as
7 denotes U, the set of evaluations of the variables. —4(9-12)
Given that lemma, the relation QF(v™,w™) being equivalent to Vzew (E(z) € ET(vh) < &£(2) €
ET(wt), will be rudimentary in W, M and Q.
Now for M.
9-13 LEMMA For z € W and wt a word in W, the relation £(z) = Et(wt) is (uniformly) rudimentary in
W, M and Q.
Proof : With Remark 9-11 in mind, we see that £(z) = ¥ (wT) <= Yy [E(y) € ET(wT) <= M(y, 2)],
since M(y, z) <= E(y) € £(z). —(9-13)
Now Mt (vt wt) <= Fzcw ET(vT) = E(2) & E(2) € ET(w™T), and so MT is rudimentary in W, M
and @ by the last two lemmata.
Our Proposition is now established by the uniformity of the above discussion. 4(9:9)

Hence we may write a Ag formula ®(n,Z) which says that Z, a subset of w, codes the sequences
(M ] 0 <m < n) and (Q,, | 0 < m < n); once we have fixed our coding, there will be a unique Z, call it
Zn, that does that.

My and Qg will be in Js, since J; € Jy and J; is an admissible set, and hence terms for the members
of Jp, and the corresponding evaluation function, can be set up very easily in a way that is definable over
J1. Thus My and Qp can be obtained by applying A, separation (with J; as a parameter) inside Js.

Then repeated application of the Proposition, together with the fact that Js is rud closed, will show
that each M,, and Q,, is in Jo; and by the uniformity of the progression, Jo will model the statement that
VYn3INZd(n, Z).

Suppose that fReR were true in Js. Then there would be a set containing all the Z,,’s, and therefore a
set containing all the M,,’s. But uniformly from M,, we can form the set X,, defined by

X, =ar {k’ cw | ﬁ/\/ln(rk—l7’LUZ)},

where "k is our canonical symbol for k (so that &,("k7) = k for every n) and (w})g is our recursive
enumeration of W,,. Hence there will be some ¢ such that T, contains all the X,,’s. We now get a contradiction,
for X, itself cannot be a member of Ty. If it were, it would for some k£ be the evaluation Eg(wﬁ) of some
word wi. But then for that k,

ke X, = M(Tk"wi) <=k ¢ X, 4 (9-7)

9.-14 PROPOSITION There is a model of fReCs in which ReR is false.
Proof : V,,4,; alternatively, V,,+., N HC. —(9-14)

Model 15: of Z without restricted rank-bounded replacement

We apply the pivotal idea of Zarach [Z] to the model-building of [M1, section 4]. We have above recalled
the definition of Z(a); we shall use these further definitions from [M1]:

9-15 DEFINITION bo(n) = n; by 1(n) = 2%(); F is the family of functions from w to w that are dominated
by some by; for u transitive, f¢(n) =unN Zy(a); 7 ={u | Ju Cu & f& € F}. T(a) = tcl(a)UZ(a)U{Z(a)}.
9-16 LEMMA (i) If Z(b) is in u, transitive, then f¥ is not in F, so u is not in T?.

(ii) For a # b, Z(b) € T(b) € T*.
Proof : as in the proof of [M1, Theorem 4-8], but note that (ii) of the present lemma corrects a slip in the
last sentence of the first paragraph of that proof. - (9-16)

Now let A be an infinite subset of “2. Let I be a proper ideal on A extending the Fréchet ideal of all
finite subsets of A. For s € I, let A* = ({7° |a € A~ s}, and let M* = J A®. Finally, set M5 = (J, M*.

9-17 Now M*® U M? C M*Yt, since s; C s9 = A% C A*2, so AxPair will hold in M. Further, b € s =
T(b) € A%, so Z(b) € M*, and so each Z(b) is in M = |J, M*.
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Indeed, M5 is a supertransitive model of Z containing all ordinals, in which full flat collection holds,
and TCo; and in which every set has a rank.

But {Z(b) | b € A} is not in Mys5; if it were a member of u, transitive and in A%, take a € A \ s; then
f2is not in F so u ¢ T® and therefore not in A*. Hence by Proposition 8-32, My; is not a model of ReRl;
and indeed the failure is one of rank-bounded replacement in that all the Z(a) are of rank w+w. = (9-17)

9-18 As ReRI proves S(z) € V and HF € V, Zarach’s model suffices to show that that theory does not prove
restricted collection.

10: Mending the flaws in Devlin’s book

We turn now to a discussion of the flaws in Devlin’s book Constructibility to which attention was drawn in
Stanley’s review mentioned in Section 8.

We begin with some notes on Devlin’s notation, which is not always identical with ours; in this section
unexplained notation will be as defined in [Dev]. We then mention a general problem, not, alas, confined
to Devlin’s book; then we work through Section 9 of Chapter I, where the system BS is introduced as the
intended vehicle for the stream of thought in that section: we point out places where BS is inadequate, and
places where, with some correction, it suffices; as we go, we suggest various revisions of Devlin’s definitions;
we mention passages in Chapters II and VI that are affected by those errors in Chapter I; then we introduce
a system, which we call MW, that forms a mild strengthening of DBI and furnishes a framework within which
the desired X; definition of the satisfaction relation =, ¢ can be given; finally we suggest that the systems
DS and GJI, each of them a strengthening of MW, offer possibly smoother treatments than that available in
MW itself.

Some notes on Devlin’s notation

On page 9: an n-tuple is introduced as a Wiener-Kuratowski one. In a familiar tradition, a function is
treated as a subset of its image X its domain. On page 11: a sequence is defined as a function whose domain
is an ordinal; so a finite sequence is one whose domain is a finite ordinal; a natural number is a finite ordinal.

Thus an n-sequence is an object of cardinality n consisting of ordered pairs of which the second elements
form a finite initial segment of the ordinals. The 4-sequence (5,1,4,2) is written thus to distinguish it from
the (WK) 4-tuple (5,1,4,2)4.

We maintain our policy of writing 3 X for the set of 3-sequences of members of X; X3 for the set of WK
3-tuples of members of X; thus w3 = w x (w X w).
10-0 REMARK Devlin makes no distinction between (X x X) x X and X x (X x X), writing both as X3.
With weak systems that is scarcely satisfactory, since the variant given of Model 4, using weak right WK-
rank, is a model of ReSg which contains (w X w) X w but not w x (w x w); and, following the lead of Model
9, we can get models of BS containing either, but not both, of 3(w x (w x w)) and 3((w x w) x w).

As for abbreviations of lists of variables, Devlin follows the useful convention that ¥ € A abbreviates
x1€A& ... &1, € A, whereas (¥) € A indicates that the corresponding WK n-tuple is in A.

We shall make a slight change to his notation: we shall use the letters ¢, ¥ and x for formal formulee,
v and 6 for building sequences, or similar sequences of formulae, and «, 8 and v for (finite) attempts at
addition. The reader will be able to distinguish a reference to his Lemma 9.4 from one to our Lemma 9-4
by the position of the dot.

The problem of levels of language
There is an ambiguity over the meaning of Ay (which Devlin calls ). Devlin on page 230 writes:

“In class terms a function is ¥ if of the form {(y, &) | ®(y, Z)} where ® is a Xy formula of
LST. In set-theoretic terms a function f is said to be X if there is a ¥y formula ¢ of £
such that for any Z, y, if M is a transitive set such that &, y € M, then

F(@) =y =k oli,7).

10-1 REMARK The second definition has the advantage that one can then legitimately quantify over all ¢;
but the disadvantage that the definition collapses if TCo is false; whereas the first definition is still operational.
Thus Devlin’s remark that the two definitions are “equivalent” is dangerous.
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Errors in Chapter I

Definition of Finseq

10-2 REMARK The definition, on page 33 of [Dev], of Finseq might not be as intended; what is written is
that members of Finseq are functions with domain a non-empty bounded subset of w (possibly not a proper
initial segment of w).

We shall suppose that the definition has been corrected to mean that members of Finseq are functions
with domain a non-empty bounded initial segment of w; that is still Ay, so no harm has been done.

Lemmata 9.1 and 9.2 are correct.

The trouble starts on page 34, with the formula Fa(6,¢,): in its definition the clause “Dom (0) =
Dom (¢) + Dom (1) + 3” occurs, and thus addition of natural numbers is being used to define concatenation.

Lemma 9.3: “F, is Ag”

Though the other parts of Lemma 9.3 are correct as stated, that statement is false—Solovay has remarked
that that can be seen by Ehrenfeucht-Fraissé games.

Its falsehood may indeed be established by arguments from Gandy’s paper, where he proves (by a
quantifier elimination argument, which is what, presumably, Solovay had in mind) that every A subset of
w is finite or cofinite; from that he shows that the graph of addition is not Ay, and further deduces that the
graph of concatenation is not Ay.

Suppose we consider a language which accepts as atomic formulee all finite constant sequences of *’s.
Note that each such sequence is expressible as {*} x n for some n.

Let 7,5 be the term

({*} X (k + 3) N {(*7 0>27 (*a n+ 1)27 (*a k + 2)2}) U {((7 0)27 (Avn + 1)27 ()7 k+ 2)2}a

where (, A and ) code the left parenthesis, conjunctive connective and right parenthesis of the formal language.
Then k = n+m <= Fa(Tnk, {*} x n, {*} x m), and thus Fx cannot be Aq as the graph of addition is not.
Complexity of Fx
10-3 However, the Lemma is nearly correct in that one might say that F, is Ay in any sufficiently long
attempt at integer addition. We therefore propose to revise the definition of F, by making explicit the
attempt at integer addition that is being used, as follows:
Aty (9;a) <=qf [Fn(a) & Dom (a) 2 Dom (¢) x Dom (9) & o is an attempt at integer addition |;
FR(0,¢,x;) <= qt [[Dom () < Dom (9)] & [Dom (x) < Dom (9)]

& [Dom (¢) = a(Dom () + 1,Dom (x) + 1) + 1]

& [9(0) = 0] & [9(1) = 6] & [9([[J]]) = 1]

& Vie Dom(p) [I((i + 1) + 1) = ¢(i)]

& VieDom(x) [9(a(Dom (¢) + 1,4 + 1)) = x(9)]];

Fr(9,¢,x) <=at Finseq(9) & Finseq(y) & Finseq(y) & Ja {At+(19; ) & F2 (9,9, x; a)]

PROPOSITION Aty and FO are ARSS;  F, is AReS,

Proof : Aty and F? are composed entirely of So-suitable terms; therefore F) is E?es; with Propositions 2-14
and 2-57 in mind, and because there is no disagreement between two attempts at addition where both are
defined, we see that F, is equivalent in ReS to the formula

Finseq(¥) & Finseq(y) & Finseq(x) & Yo | At (9;a) = FY (0, ¢, x; a)}

which is TIReS. 4 (10-3)
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The definition of Build

The trouble caused by Fx continues with the next Lemma:

Lemma 9.4 “Build(p, ) is Ap.”

The proof is certainly invalid since it uses 9.3. The statement is suspect: suppose we add to the definition
of Build extra clauses admitting the “formulse” {*} x n, as atomic: that would not change the A, character
of Build, as those clauses would be Ag, even (by Gandy’s proof that w is Sp-semi-suitable) when quantified
over n € w. Then for 7, the term defined above,

k=n+m < Build(r, i, ({x} x n, {x} x m, 7, 1)),

and therefore Build (in the form modified to allow atomic formule of the form {x} x n) cannot be Ay as the
graph of addition is not.

Complexity of Build

As one might again say that Build is Ag in any sufficiently long attempt at addition, we shall make a
similar revision of its definition by introducing a name, 3, for the attempt at addition on which the formula
implicitly relies; but first there is a further danger to be noted. Suppose that Build(y, ). Now let 6 result
from 1 by adding various formulz to the sequence, keeping ¢ always the last and observing the other rules of
Build ; for example one might add many atomic formulee and build up long conjunctions of atomic formulse
or one might interpolate the terms of some 1)’ that builds some other formula, subject only to the condition
on variables, which is that the only variables with bound occurrences are those with such occurrences in ¢.
Then 6 also builds ¢ according to Devlin’s definition of Build, but might easily list formule that contain
free variables not occurring in ¢ or that are actually longer than ¢ and therefore beyond the domain of
competence of the attempt at addition being used. Ideally one would like to require every formula listed
to be actually a subformula of the formula being built, but we have not yet defined the notion of formula,
let alone subformula. We shall therefore, in our reformulation of the definition of Build, impose the milder
requirement that no finite sequence listed by 1 is strictly longer than .

10-4 Here is our revised definition:
Build’(p, ¢)) <=>ar Finseq() & Finseq(v) & [1hyy) = ¢]
& Vie Dom (1) [Finseq(¢);) & Dom (¢;) < Dom ()]
Build! (p,v; ) <=at VicDom (1) [PFmL(e:) V 3j, ke F2 (Wi, by, i B) V Jjei P (i, )
V Jjei Fucran(yp) (VDI(u) & Fa(vi, u, 7))
Build(p, ) <=ar Build’(p, ¥) & 38 [At (3 8) & Build' (¢, 4; §)]

PROPOSITION Build? (g, ) and Build' (g, ¢; 3) are AR®S; Build(p, ) is ARES.
Proof : the first part by inspection; for the second, note that Proposition 2-57 implies that

FRes Build(p, ¥) <= [Build’ (¢, ¥) & VB [Aty (¢; 8) = Build' (¢, ¥; B)]] 4 (10-4)

10-5 PROBLEM Does the absence of uniqueness matter ? One might try for a minimality condition of the
form “ builds ¢ and no proper subsequence of ¥ does”. But that hardly seems worth the effort, as the
redundancy in such formulae as ¢ A (¢ A @) is liable to reappear in the corresponding building functions.

The formula Seq

At the bottom of page 36 of [Dev] a formula Seq(u, a,n) is defined which expresses the statement that
u is the set of all finite sequences, of length less than n, of elements of a, and is correctly stated to be 3.
But this formula gives trouble in the proof of the next Lemma.

Lemma 9.5 “Seq is ABS”
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According to Solovay, the statement is false, “as may be seen using a forcing argument”. I have been
unable to demonstrate the falsity of the assertion using my present methods, but the model-building of
Section 5 will pin-point flaws in the argument as printed.

In Model 6, there is no u such that Seq(u,w,4); so in that model the proposed IT; form of the definition
is true of everything, and the proposed ¥; form is false of everything. So the equivalence is not a theorem
of BS, and the proposed proof of 1.9.5 cannot succeed.

In greater detail:

10-6 The first displayed formula in the proof of 9.5 asserts that
“it is clear from the definition of BS that:

BS F (Va)(¥n € w)(3u)Seq(u, a,n).”

But that statement, on lines 5 and 6 of page 37, is not a theorem of BS, as is shown by Model 9, in
which there is no v with Seq(u, {w} X w,4), or, indeed, by Model 6, in which for no infinite a is there a u
with Seq(u, a,4).

10-7 Devlin wishes to bound the quantifier f by the set of n-sequences of finite sequences from a.

First problem: is it a set 7 No, even if a has only two members: if A is the class of n-sequences of finite
sequences of members of a, the class B of finite sequences of members of a is a subclass of | J|J|J 4; and
Model 5 is a supertransitive model of BS not containing the set BIN of finite binary sequences, the reason
being that BIN NV,, = 2"~3 for all n > 3; and hence in Model 5, the class A is not a set.

Second problem: would B be a bounding class for the quantifier 3f 7 No;j it is the wrong type. The
values of f are not finite sequences but sets of finite sequences.

However, the faulty proof of [Dev] Lemma 1.9.5 becomes true if we confine a to being finite. First, a
general lemma:

10-8 PROPOSITION Let G be a Aq class. Then

Fres Fn(G) & Dom (G) = V = Va(a finite => G“a € V).

Proof : Let f : n «— a. Consider the class n N {k | G{f(0) | ¢ < k} ¢ V}. That is II;, and so if
not empty, a minimal element exists, which, trivially, is > 0, and hence equals k + 1 for some k. Thus
G“{f(i) |; i < k} € V; to that we must add {G(f(k))}. = (10-8)
10-9 REMARK Under the hypotheses of the Proposition, G “a will be finite.

10-10 LEMMA (ReS) If a is finite, then for each n there is a u such that Seq(u,a,n). Hence for a finite,
Seq(u, a,n) <= Vu' # u =Seq(u’, a,n).

Proof : an induction on n. The induction step will require us to form {z Uy |4y z € A & y € B}, where A
and B are finite; but that is of the form ¢g“(A x B) where ¢ is rudimentary and provably total in ReS, and
thus satisfies the hypotheses of Proposition 10-7. A x B will be finite by Proposition 2-14. - (10-10)

Lemma 9.6 “Fml(z) is ABS»

This result is actually true, indeed it can be sharpened to “Fml(z) is AlRes”, but the proof given is
seriously flawed.

There is a slight error in the definition of A(x); replace the third occurrence of ‘n’ by ‘m’.

At the bottom of page 37, in the proof of Lemma 9.6, the claim, said to be “easily checked”, that

“BS F VaIyly = A(x)].”

is untrue, as is shown by Model 9 for appropriate infinite x.
However, this claim is needed only in the case that x is a finite sequence, when the result is indeed
provable in the following form:

10-11 LEMMA (ReS) Ifz is a finite sequence, then A(x) is a finite set.
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Proof : Let x be a finite set, and k a finite ordinal. Then the set B(k, z) of functions from k to x is a Ag
subclass of P(x x k), which as we have seen is, provably in ReS, a finite set.
This principle, applied twice, will yield the Lemma. 4 (10-11)
To complete the proof of 9.6, we appeal twice to our Proposition 10-4, that Build is AlReS: first, it
implies that Fml(z), being of the form 3 fBuild(x, f), is X1; and secondly, in view of our Metatheorem 2-24,
it implies that, v being the finite set A(z), the subformula (3fcq )Build(z, f) is (taking the II; form of
Build), HlReS, and thus that the given alternative form of Fml is indeed II;.

Lemma 9.7

The above arguments, appropriately modified, will prove Lemma 9.7, with AlBS sharpened to AlReS.
The restriction in Fml(x, u) of the formal constants to those for members of u is A and causes no difficulty.

The definition of Fr
Devlin now writes

“Our next task is to write down an LST formula Fr(p, ) such that
Fr(p,z) < Fml(p) A [z is the set of variables occurring free in ¢].”

But the formula that he proposes does not work: given the fact that a 1 with Build(y, 1) may contain
many formule with free variables not among those of ¢, the truth of his formula Fr(p, ) only guarantees
that = contains all the variables with at least one free occurrence in ¢. That invalidates the proof of his
Lemma 9.8.

But really one wishes to know whether a particular occurrence is free or not. So it would be better to
aim at achieving that. We shall be able to do so by using the relation Sub that Devlin is, without using Fr,
about to define; so let us go on to that and postpone the present definition.

The definition of Sub

First, two minor points: in the fifth line from the bottom of page 39 of [Dev], for F¢ one should read
F5; and in the build-up to Lemma 9.9, the phrase “the scope of this quantifier” is used but not defined.

Lemma 9.9: “Sub is AlBS”

The Lemma is essentially correct, and indeed admits a sharpening of AlBS to AlReS, but there is a
problem with Devlin’s suggestion for Sub: as F is used, it is not immediately clear that Sub will be 3.
We could appeal to Metatheorem 2-24 since the domain of v is a finite set, but it will be better to follow
the style of our earlier revisions and first formulate a Aq version of Sub with explicit names for the various
supporting characters. Here it is, where S(-,-,-,+) is the A formula given by Devlin on his page 39.

Sub’(¢, @, 0,65 9,6; B) <=ar
Vbl(v) & Const(t) &

A(v,t)
Aty (; 8) & Build’ (0, ¥)) & Build' (9,5 8) &
B(0,1;6)
Aty (¢'; 8) & Build’ (¢, 6) & Dom (A) = Dom (¢) & Oo) = ¢ &
—_———
€(p’59,0;8) D(¢';0)

VicDom () [34 kei (FR (i, 5, ¥x; B) & FR(85, 65,0k B))
V Jjei (F- (i, 5) & FL(0:,0;))
V Jjei Fueran(yp) (VbI(u) & u # v & F5(vs, u, ;) & F5(0;,u,05))
V Jjei (F5(¢i,0,¢5) & (0; = i)
V 503, 1,0, t)]

E(p,v,t;9,0;6)
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Then we define, omitting the listing of free variables given in the underbraces to the above display,
Sub(p, ¢, v,1) “=ar A& I [B & C& €& (B9 = )]
and prove in ReS that a ¢’ with Sub(p, ¢’,v,t) always exists (by a recursion of finite length); whence
FRes Sub(p, ¢/, v,1) <= A & VRVBO[[B & € & €] = (B0 = )]

10-12 PROPOSITION 2,5, €, D and & are all Ag; Sub is AlRES.

10-13 REMARK We should (but won’t) prove that ¢’ is a formula, by modifying 6 to give a building sequence
for it, and that the outcome of these tests is independent of the building sequence used.

We may now characterise bound occurrences of a given variable in a formula as those for which no change
results in the formula when the above procedure is followed for substituting some constant for that variable,
and then we may define sentences to be those formulee whose every occurrence of a variable is bound.

With trifling loss of generality we take that constant to be &, the constant denoting the empty set,
which will usually be a member of the sets in which we shall wish to interpret formulae, and may now give
our definition of Sen® and Sen.

10-14 DEFINITION i) Sen®(p;v;1,0,7) <=qar Sub®(p, ¢;v, J;1,0,7).

ii) Sen(p) <=qr Fml(p) & Vveran(p) [Vbl(v) = 31/)303786110(50;1);1/),0,7)].

iii) Let v be a formal variable. If ©(i) = v, that occurrence of v at ¢ in ¢ is bound <=-g¢ whenever
Sub(g, ¢',v,9), ¢'(i) = v.

10-15 REMARK It is necessary to include Fml(y) in the definition of Sen(y), lest ¢ have no variables at all
in its range.

10-16 REMARK In a manner to which we have become accustomed, the above concepts will be Ay in any
appropriate parameter, and AIRGS if no parameters are mentioned.

10-17 DEFINITION Sen(y,u) <=-qr Fml(p,u) & all occurrences of its variables are bound.

10-18 LEMMA Sen(¢p, u) is AReS,

The definition of Fr reconsidered

10-19 DEFINITION Fr(p,z) <=-qf © = VblN{e(i) | that occurrence is bound}

10-20 REMARK Such an z will be a A?es subclass of a bounded subset of w, and therefore can be proved
in ReS to be a set, by an argument reminiscent of the proof of Lemma 2-52.

The above wifs are Ag in any w containing sufficiently many building sequences (and their attendant
attempts), so we could give an alternative prove of the existence of an « with Fr(p, ) by using A separation
with w as a parameter.

Lemma 9.8: “Fr is ABS»

The Lemma is true, and can be sharpened to “Fr is AlReS”.

The definition of the precursor S(u,p) to Sat

At the bottom of page 40, Devlin introduces a formula S(u, @) and alleges that it defines the satisfaction
relation. There is a minor slip in the last line of page 40: for Fe¢ read F3; but there is a more substantial
error in the formula. Devlin’s strategy is to build two finite sequences f and g of sets of formulae; roughly
at stage ¢, f(i) is to comprise all formulae of £, built up within 4 steps from atomic formulae; and ¢(7) is to
comprise the sentences of £,, which are both members of f(i) and true in u. But let ¥ be a member of f(7)
which has a free occurrence of a variable, and therefore is not a sentence; then ¥ ¢ g(i); let x be —¢; then
according to his definition y should be placed in g(i 4 1); but it is not a sentence. Thus his definition should
be amended by adding the requirement that the members of each g(i) are sentences.
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We shall also require a bound for the length of formulee to be considered when evaluating the truth of
. Atomic formulee are of length 5; by inspection, the length of formulee in f(i + 1) will be at most three
times the length of the longest formula in f(i); if ¢ is of length ¢ it will be in f(¢); thus a bound for the
length of any other formula in f(¢) is 5.3¢, and we should therefore establish in ReS that every integer is in
the domain of an attempt at the function n +— 3™. Arguments similar to those we have given for attempts
at addition will suffice for that, and will show in addition that the property of being such an attempt is Ay.

Let us now revise the definition of S(u, ¢) in the light of these remarks and our previous revisions. The
predicate F used in the definition of S is that defined in [Dev] in the lower half of page 40.

S%u, ) —aru # @ & Sen(p,u);
S (¢ f,9) <= ar Finseq(f) & Finseq(g) & Dom (f) = Dom (g)
& VieDom (f) Voe f(i) U g(i) [Finseq(z) & Dom (z) < Dom (¢)]
S%(us x; fr ) =ar Aty (x;0) & [[x € f(0) <= PFml(x,u)] &
VjeDom (f) Viej x€fli+1) =
(x € (@) V30, c £(5) FR(x, 9,9 )
V e £(i) F-(x. )
V 39 (i) Jveran(y) [VDL(v) & F5(x,v, 19)])]] :
S (wixs £,9050,0) =ar Aty (G 0) & [[x € 9(0) <= B(x,u)] &
VjeDom (f) Viej (xegli+1) =
(x € g(i) V39,9 c (i) FR(x, 0, 0'; )
V 30 f(3) Sen’ (8 03, 0: 0) & (9 € g(i) & Fa(,6))
V e f(i) eran(y) FrcuIV eg(i)
[Vbl(v) & F5(x,v,0) & Sub’ (¢, 9; v, : 4, 6: a)])]}

S* (5 9) =are € g(llgl)

10-21 PROPOSITION Each St is Ay.

We are getting warm: we may now show that

Fup <= S%u,p) &

3f,39|5"(¢: f.9)
& [for all appropriate x and for all sufficiently long a S2(u; x; f; )]
& [for all appropriate y and for all sufficiently long «, 1, 6, S3(u; x; f, 95 a3, 0)]

& 54(%9)}

Here “appropriate” is to mean the Ag requirement that y is a finite sequence all of whose terms are either
symbols of our formal language or constants for members of u, and whose length is at most p =q4s¢ 5.3Pom(e).
and “sufficiently long” is, in the case of «, an attempt at integer addition, to mean that its domain includes
p Xp.

We might remark here that a further restraint on the possible values of x is possible whilst preserving
the above equivalence, namely by requiring the formal variables occurring in x to be among those occurring

in .
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The definition of Sat

At this point, Devlin’s strategy (in our revised context) is to convert the above universal quantifications,
which we have qualified with phrases such as “appropriate” and “sufficiently long”, to restricted ones by
finding a set w which will contain sufficiently many possible values of the variables x, «, 1, 6 to preserve the
intended meaning of S(u, ) and, as his candidate for w, defines, on his page 41, a class w(u, ¢). But there
is a final problem: as is shown by Model 9, the class w(u, ¢) is not provable in BS to be a set. Even if we
adopt the further restraint on variables mentioned above, and give a correspondingly restrained definition of
a class we might call w*(u, ¢), its set-hood, for arbitrary u, would not be provable in BS.

Lemma 9.10 “the LST formula Sat(u,$) is ABS”

The statement is false, so this time there is no hope of saving the proof. In Model 6, for no infinite set
x does there exist a y with Seq(y,x,4); for u infinite, the set a of names of members of u will be infinite,
and so the given %7 formula for Sat(u, ) will always be false; but then so is the 3; version of Sat(u, 1¢);
but one of them ought to be true !

10-22 REMARK We have just used the axiom of infinity to build our counterexample, and necessarily so,
for we could indeed, without invoking the axiom of infinity, give a E?es definition of |=,, ¢ for finite u by
adopting the above restraint, so that the set-hood (and finiteness) of the correspondingly restrained class,
w*(u, ), would be provable in ReS. Thus Lemma 9.10 holds in sharpened form for u finite.

But as we wish to use and to define truth in infinite sets, we must seek a set theory, including the axiom
of infinity, sufficiently strong to prove that Devlin’s classes w(u, ¢) are indeed sets, even when u is infinite;
for if they are, the rest of his argument is correct and we shall finally have reached a A; definition of Sat.

Before discussing possible candidates for such a theory, we comment briefly on some other passages in
Chapters I, IT and VI of Devlin’s book.

Lemma 9.12
The amended proofs of Lemmata 9.6 and 9.7 will now yield Lemma 9.12, with ABS sharpened to AReS.

Lemma 9.14 is in error named Lemma 9.4.
Errors in Chapter II

Amenability

On page 45, in section 10, a set M is defined to be amenable if it is transitive and satisfies five conditions:
closed under pairing, sumsets, and cartesian products; contains w; and closed under AO(M ) separators,
though Devlin writes “X.”

Given the ambiguity in the meaning of Ay discussed in Remark 10-1, I would suggest defining an
amenable set as a transitive set containing w and closed under the functions in the finite set Ry, ... Ry, listed
in paragraph 2-61, of generators of the class B.

On page 65, in section 2 of Chapter 2, Devlin writes

“by repeating the proof of 1.9.10 for £ in place of LST, we obtain a proof of the fact that
the class Sat (= {(u, ®) [Sat(u,¢)}) is uniformly AM for amenable sets M. That is, there
is a ¥ formula ¢ (z,y) of £ and a II; formula 6(z,y) of £ such that for any amenable set
M, if u,o € M then

Sat(u, p) <= (i, ¢) s 00, ):

(The formulas 1 and 0 are just the £ analogues of the LST formulas described in 1.9.10.)”

With Model Mg 5 in mind, we give a counterexample to the alleged uniformity for the specific formulation
of Sat given by Devlin.

Let u be an infinite transitive set containing only finitely many sets of cardinality 5. Let M be the rud
closure of uU {u}. Let N be the union of the class of all transitive members of M which have only finitely
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MW

many sets of cardinality 5. So v € N and NN is amenable. Suppose we wish to evaluate the truth in u of the
sentence \z\/y z € y: readers will recognise that that is true in many u and also false in many others. M can
correctly make that evaluation; so the II; form holds in M; therefore in N; therefore, if Devlin’s assertion
were correct, the 31 form would hold in N. But it is false in N, because all atomic formulae such as (z € y)
are sequences of length 5, and therefore, u being infinite, the set of atomic sentences of £, is infinite and
therefore not a member of V; and therefore not available to be the f(0) of Devlin’s formulation.

10-23 REMARK This argument suggests that no other pair of II; and ¥; formulae will work for amenable
sets such as IV, as information concerning the infinitely many atomic formulee must be coded in some way
into any truth-evaluation, which cannot therefore lie in N if the said information can be recovered by some
rudimentary function.

If one calls a set M S-amenable if it is amenable and for each x € M S(z) € M, then Sat will indeed
be uniformly A} for S-amenable sets M. By the remark following Proposition 10-26, the same will be true
for amenable sets M that are weakly S-amenable in the sense that for each z in M and each k in w, [2]* is
in M.

Errors in Chapter VI

Lemma VI.1.13 “Sat” is ABS”

The statement is false, being a generalisation of the false Lemma 1.9.10.

Lemma VI.1.14 “truth for A wifs is uniformly ¥; for transitive rud-closed structures (M, A).”

This ought to be correct, and it is of the greatest importance. We make some minor comments, but
defer to a sequel, Rudimentary Recursion, a full discussion of the proof.

On page 242, in the proof of Lemma VI.1.14, the displayed formula in the middle of the page is incomplete
as ‘t’ does not occur on the right-hand side. I suggest that the clause f(Dom (f) — 1) = ¢ should be added.

There is a delicate visual confusion of the meaning of brackets in the following subformula of that same
displayed formula:

(F() = Fo(f(), f(k)) = g(i) = Fo(g(5), g(k)))

where the two parentheses that I have dotted are part of the syntax of the object language, not the language
of discourse; but in Devlin’s text no visual difference is made between them. Normally of course such
confusion would cause no trouble, but in this particular context, greater exactitude might be desirable.

Lower on page 242, in line —7, there is a typo: ¥ should be %,.

Finally on page 243, some correction will be needed as the troublemaker F\ recurs here and appeal is
made to the false Lemma 1.9.3.

The definition of G5 oscillates between two and three variables.

On page 243, line -5, reference to 1.7 should perhaps be to 1.8.

Taking stock

Much of the problem with Chapter I Section 9 has now been repaired, but the proposed definition of
Sat is not possible in BS, and no other seems likely to succeed.

In the Introduction we spoke of three systems that might work in place of BS. One is our suggestion DS;
the second is GJI; and we now introduce the third system, which we call MW, for “Middle Way”:

DBI + VaVkey [alk € V

Of those, GJI is the longest established candidate, being, apart from the restriction to II; foundation,
the system RUD discussed in Stanley’s review; DS emerged as the present author’s first response to Stanley’s
call for a replacement for BS that does not use the theory of rudimentary functions; and then at a late stage
in the writing of the present paper, the system MW, which is a proper subsystem both of GJI and of DS,
revealed itself, and might now be thought to be the “right” answer to Stanley’s call.
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The system MW proves Theorem 2-93, and is a proper extension of DBI. Model 5 provides an example
of a structure where MW is true but both DS and GJI fail; in Model 7, DS is true but not GJI, and in Gandy’s
model Go, GJI is true but not DS.

We shall discuss the definition of Sat first in the system MW and then in GJI and in DS. The reader
might wonder what is to be gained by considering the problem of defining Sat within the latter two systems,
once one knows that a definition of Sat in MW is possible and that MW is a subsystem of both.

Our answer would be that defining Sat in MW is laborious, whereas it seems possible that each of the
other two systems can supply a more elegant treatment, the one drawing on the theory of rudimentary
functions, and the other on the enhanced logic of limited quantitifers discussed in Section 8.

The cure in MW

A first step is to collect the [a]* for given a and a bounded set of k’s. The proof seems not to be trivial:
Model 6 provides examples where the existence of [a]* for one value of £ does not imply its existence for
another.

10-24 DEFINITION P(g,k,a) <=-q¢ ¢ is a function with domain k + 1 and ¢(0) = & and for all ¢ < k,
gli+1)={zU{p}|zegli)&peca~a}. PisA,.
10-25 LEMMA (MW) (i) If P(g, k,a), then for each i < k, g(i) = [a]’.
(ii)) YaVkew 39 P(g, k, a)).
Proof of (ii): Fix a; use II; foundation to find the least k such that there is no g with P(g, k, a); show that

k is not 0; [a]¥ exists, so if £+ 1 = k and P(h,{,a) we can create g with g [k = h and g(k) = [a]*, after all.
So no failure k exists. - (10-25)

10-26 PROPOSITION (MW) VaVnc, 3t(t = [a]S™).
Proof : Lemma 10-24 shows that = = [a]’ is a ¥MW predicate. Since Vicp 3z = [a]’, Metatheorem 2-24
coupled with Remark 2-25 implies that there is a w such that Vicyp Ixcqx = [a]’. Then the desired ¢ is a

Ay subclass of | Jw and therefore a set. - (10-26)

That argument readily extends to give the set-hood of the classes w(u, ). We may now implement
Devlin’s definition of Sat and show that it is A'lvlw; by working with the restrained versions w*(u, ¢), we
could avoid appeal to the axiom of infinity in defining Sat; though of course if we want our languages to be
sets we must use it.

The cure in GJ

10-27 LEMMA (GJ) Vngy VaTuSeq(u, a,n).

Proof : fix a; least failed n is given by II; foundation. then piece things together using appropriate rudi-
mentary functions. = (10-27)

10-28 PROPOSITION The LST formula Seq(u,a,n) is A%,

10-29 LEMMA (GJ) w*(u,p) € V; ifw €V, then w(u,p) € V.
Proof : use the result and reasoning behind Theorem 2-93. = (10-29)

10-30 REMARK The natural proof of Devlin 1.9.6 would use II5 foundation to reduce the problem to showing
that {{Jz | = € a} is a set, which is possible in GJ, but, by Model M7, not in DB.

With the existence of w(u, ) and w*(u, ) now established, we could follow the structure of Devlin’s
argument; but the present author’s inclination would now be to adopt a slightly different approach to the
definition of Sat. Fix u and ¢. For any sentence ¥ of L,, let B(9) be the set of “simpler sentences” to
which the computation of |=,, ¢ is naturally referred; thus if ¢ is atomic, B(¢) will be empty; if 9 is 91 A 99
then B(9) = {¥1,92}; if ¥ is =91, then B(¥) = {¥1}; and if ¢ is Vo (z), then B(¢#) will be the set of all
substitution instances ¢4 (a) for a € wu.

The first step would then be to define the function that unfolds the formula ¢ as a tree 74 with ¢ as
its top point; immediately below ¢ one would place all the members of B(y); immediately below each such
formula ¥ one would place all the members of B(#), and so on, so that the bottom points of the tree are
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atomic sentences of £,. GJI is strong enough to do that, for the length of ¢ gives an upper bound to the
(finite) number of steps required.

Then by recursion on the tree 7, one can compute the truth of =, ¥ for each node ¥ of the tree,
culminating with the computation of the truth of }=, ¢. Thus we would arrive at a proof of
10-31 PROPOSITION The LST formula Sat(u, ¢) is ASJ.

We should remark that Gandy in developing (his variant of) the system GJI was specifically aiming at
an elegant framework for treating the syntax of formalised languages.

The cure in DS

We recall that DS is the theory So + A¢ separation + II; foundation + w € V + S(z) € V. The
following remarks are intended to suggest that in DS, given a greater knowledge of the behaviour of limited
quantifiers with respect to rudimentary substitution, we might arrive at a third proof.

F, is Ag in the parameter S(w X w), by the result, given as Proposition 8-11, that in DS the graph of
each partial recursive function is a set. Further,
corrected Lemma 1.9.3:

10-32 LEMMA Fj is AD3
corrected Lemma 1.9.4:
10-33 LEMMA Build is AD3.
10-34 LEMMA (DS) (i) Va <“a € V.
(ii) ¥Yney YaTuSeq(u, a,n).
Proof : by two applications of A separation, as

““a=8(a x w)N{z | Fn(z) & Dom (z) € w}

Ap

and the desired u with Seq(a, u,n) is

<“an{x|Fn(x) & Dom (z) € n}. - (10-34)

Ap

corrected Lemma 1.9.5:
10-35 PROPOSITION The LST formula Seq(u, a,n) is APS.
Corrected 1.9.10:
10-36 LEMMA (DS) w(u,¢) € V.
Proof : by arguments similar to those of Lemma 10-33. - (10-36)
10-37 PROPOSITION The LST formula Sat(u, ¢) is ADS
Proof : apply Lemma 10-35 and Proposition 10-34. - (10-37)
Conclusion

As each of the three systems holds in all J, and Ly with A a limit ordinal > w each might be claimed
to be a good replacement for BS.

Each of the three is open to criticism: whilst DS is perhaps closest to Devlin’s original conception, and
the enhancement of its logic studied in Section 8 gives it a certain smoothness, it might be felt that the axiom
S(z) € V is too strong for its intended use; MW avoids that problem, but at the cost of a certain austerity;
whether it will lend itself to an enhancement of its logic of the kind studied in Section 8 and enjoyed by DS
must remain a question for another time. GJI is open to the pedagogical criticism that it relies on too early
an introduction of the notion of rudimentary function.

The proof of VI.1.14 rests on a different idea, unrelated to the problems of defining Sat. The proof
given by Devlin is tainted by its appeal to the false Lemma 1.9.3, and therefore I intend in [M4] to rework
the proof.

I cannot claim to have checked through the whole book, but my remarks reassure me, if no-one else,
that the errors are not catastrophic. A modest strengthening of the meaning of BS and all seems to be well.
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PART II1

11: Gandy’s inexact remarks

Gandy in [G] says of his four weak set theories PZ, BST’, BRT and PZF, that were one to drop the
requirement of Ay the four would stretch from Zermelo to Zermelo—Fraenkel, and continues “presumably
these are also all distinct”. His first remark is prima facie false as he makes no mention of the power set
axiom (nor of the axiom of foundation) and the power set axiom is certainly independent of the others as
(working say in ZFC) HC satisfies all other axioms of ZF.

We insert BS in the sequence and comment on the effect on the five of dropping the restriction to Ay,
of adding the power set axiom, and of doing both.

The full systems without power set

The first system will have axioms of extensionality, pairset, sumset and infinity, and the full separation
scheme. The second system will add Cartesian product to that.
The model M satisfies full separation but not Cartesian product.

Corresponding to GJ, we have the “full rudimentary” replacement scheme:
(full RR) VedwVve g e Vulu € w <= u € z & dlu, v]).

for ¢ any formula.
The model M7 satisfies full separation and Cartesian product, but witnesses a failure of (restricted)
rudimentary replacement.

Corresponding to fReR we have the full flat replacement axiom: namely, for any ¢,
(full flat repl.) Vaey y(d(a,y) &y C z) = JuVyly € v <= Frcy (H(x,y) &y C 2)]

But full flat replacement is derivable from “full rudimentary” replacement, using the self-strengthening
of full RR corresponding to that noted in Proposition 2-88 for RR, by remarking that the set promised by
an instance of full flat replacement is of the form

(ZN{y|IVOX,Y)&yecY}| X €U

So in fact the distinction between the two systems will collapse already at X;.

As for full flat collection, full replacement and full collection, Gandy’s choice Gs = V1, gives a model
of full flat collection in which replacement fails—but since gfReR is a subsystem of Z, we may also find a model
for it in which HF does not exist— and Zarach’s model, [Z] Theorem 6.4, gives a model of full replacement
in which collection, possibly even flat collection, fails.

Gandy’s systems with added power set

PZ + P is the system Mg, in which Cartesian product is provable, as are Rudimentary Replacement,
and flat Ay Replacement and Collection. PZF + P is strictly stronger, as it builds w + w.

11-0 PROBLEM Is KPI + P the same as ReR + P 7

The full systems with foundation and power set added

We have just Z in the first case; and the first four cases now coincide, for full flat replacement is provable
in Z, just as fReR is provable in M, using power set plus Ay separation. The fifth is ZF.

12: A model of Z plus full Foundation in which TCo fails

Boffa [B1] [B2] has constructed two other models of Z + ~TCo; ours appears to be a third.
12:0 DEFINITION (°(x) =g x; " (z) =qr {¢"(2)}.
12-1 DEFINITION p is the set-theoretical rank of x.
12-2 DEFINITION V,, =45 {z | o(x) < n}; by =ar " (Vp).
12-3 DEFINITION For each n € w, set ¢, =ar {J"bm |7 < m < w}.
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124 EXAMPLE ¢ = {Vo, {Vi}, {{Va}},.. .}s o = {(Vi, {Va}, {{Va}}, .} o = {Vo, {V5}, {{Va}}, .. .}
12-5 PROPOSITION |Je¢, =V, Ucptn-
12:6 DEFINITION Ko =gt wU {co}; Kny1 =ar P(Kn) UK, Ucy; K =ar Upeo, Kn-

12-7 THEOREM K is a supertransitive model of Zermelo set theory Z in which some set is a member of no
transitive set.

12-8 LEMMA K,, C K41, and K,, € K,,+1 C K, so that each K,, € K.
12-9 COROLLARY K models Pairing.

1210 LEMMA V,, C K.

Proof : induction on n. Vo = @; if V,, C K,,, Vouy1 =P (V) CP(K,) C Kpta- - (12-10)
12-11 COROLLARY K includes all of V, = HF; in particular K contains all finite ordinals. Moreover
weK CK.

12-12 LEMMA K is transitive:

Proof : Let « € y € Ky. Then either y € w when z € K or y = ¢g when z € HF C K.
Let x € y € K,,41. then either y C K,,, when x € K,,, or y € K,,, when inductively we have already
shown that z € K; or y € ¢,, C HF, when x € HF C K. 4 (12:12)

12-13 COROLLARY K models Extensionality, Null Set, Infinity and (full) Foundation.

12-14 LEMMA K is supertransitive,
Proof:  Cye K, =z € K41 € K. —(12-14)

12-15 COROLLARY K is a model of full Separation.

12-16 LEMMA Each |J K,, is a subset of K,, 1 and thus is in K by supertransitivity.
Proof : | JKop=wU¢y CKy e K. UK, C Kpt1, UKn+1 = Ko UUK, UV, Ucpg1 C Kpqo. —(12:16)

12-17 COROLLARY K models Union.
Proof : if y € K,,, then y C | UK,, C Kp11, 80 Jy C U Kny1 € K, s0 Jy is in K. = (12-17)

12-18 LEMMA K models Power set.

Proof : If x € K, © C Kypq1 80 P(2) C P(Kpy1) C Ko - (12-18)
Thus we have shown that K models Z.

12-19 PROPOSITION VnVm[m 2n+3 = V,, ¢ K,].

Proof : Vo =0; Vi =1, Vo = 2 but for m > 3, V,,, is not an ordinal and is therefore not in w, nor is it, a
finite set, equal to g, an infinite set. Hence V3 ¢ K.

Suppose that V,, ¢ K,, for any m > n+ 3. If V,,11 € K,41, then either V,41 C K, so that
Vi € K, contradicting the inductive hypothesis; or V,,,41 € K,,, again contrary to the inductive hypothesis;
or Vit € ¢n = {Vo, {Vat1} {{Va+2}} - - .}, again impossible by inspection. —(12-19)

12-20 PROPOSITION TCo fails in K.

Proof : ¢y € K. Suppose that ¢9 € u € K with u transitive. Then HF C u, so HF € K, and hence
HF € K, say, so that HF C K,,.1. But K,,11 contains at most n + 4 of the sets V,,,. - (12-20)

Other constructions of models of Zermelo are given in Slim Models. The constructions there furnish an
entertaining independence argument for the axiom of pairing, which we shall give in the next section.
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13: AxPair and AxSing

Let Z be Zermelo set theory, including the axioms of infinity and foundation. Let TCo be the assertion
that every set is a member of a transitive set. Let TIn be the assertion that every set is a subset of a transitive
set. Let AxSing be the assertion that for each set x, {x} is a set. Let AxPair be the assertion that for all sets
z and y, {z, y} is a set.

13-0 REMARK TCo trivially (in the strict sense) implies Tln; Tln + AxSing implies TCo. AxSing is usually
derived from AxPair, either by taking x = y or if AxPair is confined to the strict case, by using separation.
Indeed AxSing is provable using separation and power set, since each set = is a member of its power set,
should the latter exist.

We shall exhibit a model of almost all of Zermelo, in which AxSing is true but AxPair is false, and a model
of a substantial amount of set theory in which TIn holds but AxSing and TCo fail.

It is amusing to note that in the system of Bourbaki, the pairing axiom has been proved to be redundant.
see Sonner [S]. That it is not redundant in Z was first shown by Boffa [B3].

Failure of AxPair

Let T be the theory Z + TCo + WO,—WO being the statement “every set has a well-ordering”—and
let T~ be the theory T with the axiom of pairing replaced by its negation: Jz3y{z, y} ¢ V, and with the
addition of AxSing.

13-1 REMARK The scheme of foundation for all classes is provable in T.
We find a model for T~: indeed we show that if Consis(Z) then Consis(T™).

It follows from the last part of Theorem 5 of The Strength of Mac Lane Set Theory [M2], proved in
Section 5 of that paper, that if Z is consistent, so is Z + KP + WO.

A set or class M is said to be supertransitive if it is transitive and, further, t Cy € M — x € M.

As in the proof of Theorem 4-8 of Slim Models of Zermelo Set Theory [M1] one can, working in the
theory Z 4+ KP 4+ WO, build two supertransitive models M and N of Z 4+ TCo + WO, with neither a subset of
the other: e.g. take M to contain Z(0) but not Z(w) and N to contain Z(w) but not Z(0), in the notation
of that paper.

THEOREM Let M and N be supertransitive models of T, neither included in the other; then M U N is a
model of T~, and M NN is a model of T.

Proof : Note first that MU N is supertransitive, and hence absolute for most of the set-theoretical concepts
used in the axioms; therefore it will be a model of Extensionality, Sum Set, Power Set, full Separation,
Foundation, TCo (whence also Foundation for all classes), and WO.

[For power set, use supertransitivity; otherwise there would be a risk of N containing subsets of some
element of M which were not in M. Supertransitivity also gives the truth of full separation in P. For the
other axioms the transitivity of P is enough.]

Pairing fails, for if a € M\ N and b € N \ M, then {a, b} ¢ M UN. But AxSing holds.

The verification of the second assertion is straightforward. —(13-1)

METACOROLLARY If Z is consistent so is T'.

13-2 REMARK The M and N just used can be chosen to contain all ordinals, all sequences of ordinals and
all sets of sequences of ordinals, and to be such that for all limit ordinals A > w, neither of Py =g M NV,
nor Q, =a4r NNV, is contained in the other. In such a case, each of Py, Q, and Ry =ar PN Q, will be
a supertransitive model of Z+ WO, each being the intersection of two such. If p € Py \ R, then for z € R,
{p, } will be in Py . Ry; so the three sets Py \ Ry, Q) ~ Ry and R will all be of cardinal Jy.

13-3 REMARK Boffa in [B3] shows of every member a of HF that it is provable in Z that for any z, the
pair {a, x} exists: for example both the empty set and x are in P(x), and therefore the pair {&, x} can be
recovered using Separation. Thus a set which might not form a pair with something must be of rank at least
w, and Boffa shows that the set {@&,{@}, {{@}}...} of Zermelo integers indeed has that property.
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Failure of AxSing

Consider, working in some suitable theory such as ZF, the class C of all sets z such that tcl(z) contains
at most one strict pair, that is, a set of the form {b, ¢} with b # c¢. C is supertransitive, and models “much”
of Z: namely Extensionality, full separation, sum set, and infinity; and it contains all the ordinals, of which
2 = {0, 1} is the only strict pair. AxSing fails since {5, 6} is a member of C but {{5, 6}} is not.

Moreover TIn holds in C , since the transitive closure of an element of C is itself an element of C ; but
TCo is false, since for example {5, 6} cannot be a member of any transitive element of C.

Inadequate axioms in a French textbook

The well-established textbook Tome 1, Algéebre, of the Cours de mathématiques by Jacqueline Lelong-
Ferrand and Jean-Marie Arnaudies, [L-F,A], in its opening chapter gives some axioms for what is in effect a
subsystem of Z. They follow Bourbaki in giving axioms for ordered pairs, but not for unordered pairs. But
a model for the axioms that they state is furnished by any P U Q, as discussed in Remark 13-2; for let
f:Ryx—RAx{0},9: Px~Ry— Ry x{l}and h: Q, ~ Ry —— Ry x {2}, let f, be fif z € Ry, g
if x € Py~ Ry and hif z € Q) \ Ry, and interpret the formal ordered pair of z and y as (fz(x), fy(¥))2;
and in that model whenever x € Py ~ Ry and y € Q, ~ R, their union 2 Uy will not be a set.

The reader will find in [M6] a more detailed scrutiny of the account of logic and set theory in [L-F,A].

14: A remark on rud closure answering a question of MacAloon

Let T be the rudimentary function of Definition 2-73.
14-0 LEMMA Let (u, | n € w) be any sequence of transitive sets. Define

Ko=up; Knp1=T°(K,)Uu, K,= U K.

n<w

Then K, is rud closed.

Proof : We show that K, is closed under each of the functions Ry to Rg. By the properties of T established
in Section 2, x, y in u implies R;(x) € T(u) for i = 2,3,5; and z, y, in u implies R;(z,y) € T(u) for i =
0,1;  in u implies R;(x) € T°(u) for i = 6, 7; z, y in u implies Ry(z,y) € T3(u); and x, y in u implies
Rg(z,y) € T?(u). As u C T(u) C T?(u)..., it follows that for each n, K, C T?(K,) C K,41. - (14-0)

14-1 DEFINITION u(z) =q4r {x}
14-2 LEMMA If z ¢ u then «(z) ¢ T(u); and hence 1*(z) ¢ T*(u).
Proof : every member of T(u) is a subset of w. 4 (14-2)

14-3 PROPOSITION Suppose that u is a transitive set closed under pairing. Then whenever w is a transitive
set of which u is not a subset, u is not a member of the rud closure of u U w.

Proof : u must be of limit rank A\ say. Suppose first that u is countable, so that X is of cofinality w. Let
An 'n A. We fix an enumeration of x and use it to make the following choices.

Pick 2o € u ~ w. Let up = uN Vipax{xg,o(zo)+1} -

Pick 1 € u ~ ug, with ¢*zg € 21. Let vy = unN Vinax{1,0(z1)+1}-

Pick z,41 € u N uy, with trx, € Tnt1- Let unt1 = N Vinax{ani1,0(@ns1)+1} -

Finally let Ko = w; K11 = T°(K,) Uun; Ky = U nKn.

Then every K, is transitive and by the Lemma, K, is rud closed, and includes w U {w} U u. If
Tnt1 € Kpy1, it cannot, by construction, be a member of u, and so must be a subset of T*(K,), so
1*(z,) € T4(K,,), which by Lemma 14-2 implies z,, € K,,. But z¢ ¢ Ko; so by induction no z,, € K,,. Hence
no superset of {,, | n € w} can be a member of K. In particular, u cannot be.

The Proposition is now proved for the case that u is countable. In the general case, go to a generic
extension of the universe in which u is countable; the hypotheses will still hold; hence in the generic extension,
u is not in the rud closure of v Uw U {w}; but that latter statement is absolute and therefore true in the
ground model. - (14-3)

14-4 COROLLARY Let u be transitive and closed under pairing; then u is not in the rud closure of ON U u.
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A particular case answers a question posed by McAloon in the 1970’s:
14-5 COROLLARY For any a > 0, J, ¢ rud cl(J, U {wa})
I thank Lee Stanley for telling me of McAloon’s question.

14-6 REMARK So far as the definition of K, goes, other functions 7' could be used instead of T, provided
they had the property that the members of T'(u) are subsets of u: for example, if we instead use u — P(u),
K, will be a model of Zermelo set theory, probably including the axiom of infinity, though possibly not in
the form w € V: we adopt this strategy in the following variant.

14-7 PROPOSITION Suppose that (xy,), and (u,), are two sequences of sets such that for each n < w:

(14-7-0) Xy € up;

(14-7-1)  up C Upy1;

(14-7-2)  wuy, is transitive;

(14-7-3) z, € tel(znt1);

(14-74) Xpi1 & unp.

Then @ =g¢ |Jnun s transitive and if w is a transitive set with xg ¢ w, the set T =qf {xn | n € w} is

not a member of the rud closure of U w U {w}. If in addition w C w, then there is a supertransitive model
of Zermelo set theory of which @ Uw U {w} is a subset but & and 4 are not members.

Proof : Let K be the model formed as follows:

Ko = w; Kpi1=P(K,) Uty; K = UKn.

Then each K,, is transitive.
14-8 LEMMA Fach K,, is a member of K, 1.
149 LEMMA Ko C Ky; if K, € Kpy1 then Ky C Kpppo.
Proof : As K is transitive, its members are also subsets of it and therefore members of K;. Under the
hypotheses of the second statement, P(K,) C P(K,+1) C Kpio and uy, C tpq1 C Ko = (14-9)
14-10 LEMMA |J Ko C Ko; UKpt+1 = Kn U unp.
14-11 LEMMA If x € K, then for some ¢, x C K.

14-12 LEMMA K is transitive.
Proof : If y € x € K then for some ¢, yc v C Ky,soy € K, C K. 4 (14-12)

14-13 LEMMA K is supertransitive.
Proof :If y C x € K then for some ¢, y Cx C Ky, soy € P(Ky) C Kpy1 C K. - (14-13)

14-14 COROLLARY K models the full separation scheme.

14-15 LEMMA z € K = P(z) € K.

Proof : by Lemma 14-11, x is a subset of some Ky; by the proof of Lemma 14-13, any subset of x is in K41,
and so P(x) is a subset of K41 and therefore a member of Ky o. - (14-15)
14-16 LEMMA Each |J K, is in K.

Proof : by supertransitivity, as each K,, € K.

1417 LEMMA z € K = |Jzr € K.

Proof : If © C Ky, then |Jz C |J K¢, which is in K; as K is supertransitive, |Jz € K. —(14-17)
14-18 LEMMA For no n is x,, a member of K,,; hence T is a subset of no K, ; hence neither it not u can be
a member of K.

Proof : xg ¢ Ky by hypothesis. Suppose that x,,11 € K41, then either z,+; C K, giving z, € K, (since
K, is transitive) or else z, 41 € u,, contrary to hypothesis.

So z, ¢ K, = xp+1 ¢ Kn41; by induction, for no n is x,, a member of K,,; as ©,, € T, T € K,.
Lemma 14-11 now implies that Z is not a member of K; as it is a subset of @ and K is supertransitive, @
cannot be a member of K. - (14-18)
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14-19 LEMMA aUw U {w} C K.

14-20 LEMMA Ifz € K,,, and y € K,, then for { = max(m,n), {z, y} C K, and so is in K.

14-21 PROPOSITION w € K <= w C w.

14-22 PROPOSITION K is a model of all axioms of Zermelo set theory except possibly the axiom of infinity.

14-23 COROLLARY K is rud closed.

14-24 REMARK If we take u = HF and w = w, K, will be a set model of Zermelo of which HF is not a

member. Thus our argument generalises constructions to be found in the texts of Moschovakis and Enderton.
A third possibility is in the proof of the next remark.

14-25 PROPOSITION Let u be transitive and be the strictly increasing union of a sequence u,, of transitive
sets with ug not an ordinal and u, € up4+1. Let { = ON Nw. Then the rud closure of uw U {(} is a proper
subset of the rud closure of w U {u}.
Proof : define Ky = (; Kpy1 = Def(Kp) Uuy,; K =K.

K is rud closed and includes « U {(}; but one may show that each u,, ¢ K,; hence u ¢ K. - (14-25)

15: An application to Gandy numerals

The method of Section 14 casts some light on the proposal made by Gandy in [G] for discarding the von
Neumann ordinals as numerals for the purpose of developing formal syntax. Their problem is that the rank
of n is n. His method makes use of ideas of Smullyan [Sm].

First step: w

15-0 DEFINITION We assign to each n € w a hereditarily finite set 72 and a level A(n) € w.
0=0;1={0};\(0) = A1) =0.
For n > 0let n — 1 = ¥y pae2’, where ap € {1, 2}. Then put

n={{l|t<k&ar=2}, {0|0<k}}; \n)=E.

15-1 EXAMPLE 2 = {0,{0}}; 3 = {{0}}; AM(2) = A(3) =1 A
/\(7)4 5 {0,{0,{0}}}; 5 = {{0},{0,{0}}}; 6 = {{{0}},{0,{0}}}; 7 = {{0,{0}}}; A(4) = A(5) = A(6) =
Set;&:{rﬂnew}.

To get A\ we need the graph of exponentiation.

Second step: @
Then set 7 =qf {m | m <n}and @ =q {7 | n € w}.
It is the members of &w that Gandy proposes, and which we shall call Gandy numerals. He proves that
the predicate x € w is Ag; addition and multiplication of Gandy numerals are rudimen-

tary; concatenation of sequences of Gandy numerals is rudimentary; but exponentiation
of Gandy numerals is not rudimentary.
His reason for not remaining with & is that he was unable to prove that = € © is A, and he speculated

that x € @ is in fact not.
15-2 PROPOSITION Neither @ nor @ is in rud cl({w}).
Proof : we apply Proposition 14-7. 0 = 0, 1 = 1, 2 = 2 but 3 = {1} which is not an ordinal. Therefore
let 2o = 3, and ug = tcl({zo}). Let @41 be k for k the least such that k ¢ u, and z, € tclk; take
Unt1 = Up U tcl({zpt1}). The resulting supertransitive model K is rud closed and does not contain z;

therefore it does not contain @, of which Z is a subset. But it does include the rudimentary closure of {w}.
Since | Jo = &, @, too, cannot be in K. = (15-2)

15-3 REMARK We can define a version, KCT{, of the Ackermann relation by mACKR =4t ™ € (7.
By the Proposition, @ is not provably a set in GJ. But in GJ, we can show that if @ is a set, then so is
the relation ACK, and therefore the set of all finite subsets of @ will be obtainable as {ACK“{z} | z € &}.
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