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I establish here a criterion for a sequence of ordinals to be generic over a
transitive model of ZFC with respect to a notation of forcing first considered by
Prikry in his Doctoral dissertation [2]. In Section 0 I review some notation,
in Section 1 I list some facts about measurable cardinals, and in Section 2, after

giving Prikry’s result, I state and prove mine.

Theorem 2.2 was proved during my brief stay at Monash University in
Melbourne in June 1969. I thank Professor Crossley of that organisation for his
hospitality. The paper was written in my sister’s house in Pakistan.

0. Notation

In general 1 follow that of [1], but on Formalist grounds I use *‘= o 1o
separate definiendum from definiens even where it is fashionable to write **<,,"".

Let x be an infinite initial ordinal. T use the letters s, ¢, -+- for finite subsets
of k,and S, T, S’, -+~ for infinite. O is the empty set and the first ordinal.

DeFINITION 0.1. |s| =,, max{z + 1|xes}.
In particular, |s| = 0 iff s = 0;5 # 0—|s] = g+ 1, for some .

DerINITION 0.2. 5 in § =4; Jila<x s=aNnS
(‘s is an initial segment of S*”).

DeriNITION 0.3. S €, T =, 35:in§ S—|s|cT
(*‘S is, apart from finitely many elements, a subset of T°).

Let I_-' be a set of infinite subsets of k.

DEFINITION 0.4. Pp = ,,{{5,5)||s| < minS A SeF}.
I use letters p, q-+- for elements of Pi .

The following partial ordering will be important:

DEFINITION 0.5 (Prikry). £ =, {<{(s,8),{t,T))|SS T AtcSsas—t<T}.
409
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DEFINITION 0.6. Pp =4, Py, £ N P}_).
Let . Ac PE‘
DerFmviTioN 0.7. A is dense in P£ =4r Vp:€Ppiq:€A g = p.
DeriNITION 0.8. A is < -closed in IF'!-__ =ir Vp—:EA Vq:eP,;(q < p—qel).
Let M be a transitive e-model of ZF + AC;let x and I: be elements of M.

Then P € M. In the sequel, M may be taken to be a set or a proper class: it is left

to the reader to interpret the theorems and arguments as theorem and proof
schemata of ZF when appropriate.

Let a < x, a of order type m.
DEFINITION 0.9. F, = {{5,8)|S S a S 5sUS A (5,S)ePy}.
DEerINITION 0.10. a is Pg-generic over M =,
VA: €M (A dense and <-closed > AN F, # 0) A
Vp.q:€F,39":eP(q¢" = pAg' S QA
Vp: eF,Vq:eP,_(p L g¢—>geF,).

REmARK. The above is equivalent in ZF to all other customary definitions
of genericity with respect to a partial ordering and a model of ZF.

1. Measurable cardinals

DerINITION 1.1. U is a two-valued measure on k =,, U is a non-principal
ultrafilter on x and whenever 2 < k and {4, [i < A) is a sequence of elements of
U, i<z Ai€ U.

DEFINITION 1.2. Let A < . [{AT =, {s < 4|5 = n}.

|4]°" =4y U {[4]"[n < }.
Note that 0e [A]~“.

DEFINITION 1.3. U is a normal measure on x =,, U is a two-valued measure
on x and whenever (A4,|1e [«]*“) is a family of elements of U indexed by the
finite subsets of k, there is a Be U such that

Vi:e[k]"® B—|t] = 4,.

The following lemma verifies that that definition is equivalent to the usual def-
initions of normal measure.
LEMMA 1.4. Let U be a two-valued measure on x. U is normal if and only if

for any sequence {C,|a<x) of elements of U such that Ya: <k C, =
N {Cp+1|ﬁ <a}, {“I“ECu}EQ-
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PRrOOF. Suppose U normal and et (C,|a < k) be a sequence of elements
of U such that

Va: <k C, = N{Cpsy| B <}

Let A, = N{C,,,|ves} if se|x]“® and s # 0, and let A, = C,. Let BeU
be such that B-—|s] € A, and let yveB. If v = 0, then ve 4, and so veCZ.
Ifv=a+1,then ve 4, and so ve C,4; = C,.If v is a limit ordinal, let f < v:
then ve A;y and so ve G,y ; 5O

ve N{Cpyy|B <}

which is C,. Thus B = {v| ve C,} which is therefore in U.
Contrariwise, if {A,|se [k]“?) is a family of elements of a two-valued
measure U which satisfies the hypothesis of the lemma on sequences (Cy| 2 < k),

defi
eine C.= n{A||s| s ).

Then Ya C, = N{Cy,,|f<a} as |s| is never a limit ordinal, and each C, isin
U as
- a<n—>{s||s|§a}
has cardinality < x, and so, writing B = {«|acC,}, BeU. If s = 0, B~ 0 =B,
and -

Va:e BaeCy = Ay,

S0 B—|0| < Ay If s #0, let « = maxs. Let ﬂeB—|s|: then feC < A,
as|s|=a+1 < B;so B—|s| < 4,

THEOREM 1.5 (Scott See for example Solovay [3].). (ZF + AC) If x has a
two-valued measure, it has a normal measure.

THEOREM 1.6 (Rowbottom). (ZF + AC) Let U be a normal measure on x;
let i<xand f:|k]“°—A Then 34: € U Vn: < @ Vx, y:e[A]" f(x)=f(»).

Such an A is said to be homogeneous for f.

I sketch a proof of Rowbottom’s theorem. You show first by induction on
n that

§)) V(' [K]" > A) > 34:€U ¥x, y:e [A]" f'(x) = f'(y)).
For n = 0 (}) is trivial, and for n = 1 it follows from the property that
Va: <A C,eU >N {C,la<i}el.

Suppose true for n = k, and let f’: [x]**' — 1. Then for each s € [x]* there is an
A,€ U such that f’ is constant on {sU {a}|ac4,} and 4, x —|s|. Let g(s)
be that constant value of f’. Let A, = x if s¢ [x]*. Let Be U be such that
Vs B —|s| < A4,. Let Ce U be such that
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s, t:e [C]* g(s) = g(b).

(Such a C exists by the induction hypothesis.) Let A = BN C. Then f’ is constant
on [A]*+1.

To prove the theorem, pick for each n an 4™ € U such that f is constant on
[A™]", and let

A=n{A"|n <o}
2. Prikry sequences

THEOREM 2.1 (Prikry). Let M be a transitive model of ZF + AC; let
k€M, and let Ue M be in M a normal measure on x. Let a be a subset of x of
order type w, and suppose that a is Py generic over M. Then every cardinal in
M is a cardinal in M[a]; a is cofinal in x,and so x is of cofinality w in M[a];
and if A <x,b< Aand be M[a), then be M.

The principal result of the paper is now stated.

THEOREM 2.2. Let M, x, U be as in 2.1. Let ac< k be of order type w.
Then a is Py-generic over M if and only if

YVA:eU a <, 4.
Here a < ;A is as defined in 0.3.
CorOLLARY 2.3. If a is Py-generic over M, so is every infinite subset of a.

The proof of Theorem 2.2 uses Theorem 1.6, as did Prikry’s proof of 2.1.
For the time being I argue in the theory ZF + AC with the assumption that U
is a normal measure on x.

DEFINITION 2.4. Let A be a dense, =-closed subset of Py. s a (finite) subset
of x. T captures (s,A) =4 |s|[SminT A In: <a(Vte [T]">{sUL,
T~ [t]>eA)).

LEMMA 2.5. (ZF + AC) Let A be a dense <-closed subset of Py.
Vs: € k3T :€ y (T captures {s,A)).
PROOF. Let A, s be given. To each t € x — | s| pick 4, € U such that
(EIA:e(:I UL AYeEA)»{(sUt,A)EA.
Let A, =xif t& x— [s| . By the normality of [sl there is a B'e U such that
vi:e[x]°“ B’ —|t| € A,:
let B = BN (x —|s|). Then Be U and
(*) Vi: € B((34:€U (s UL, A)eA)» (s UL, B—|1| > €A),
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for if t U B and SA:eg(sUt,A)eA then (sUt,A,)eA;B—]t]g A, ; and
so(sxt,B~— |tleA as A is <-closed.
Define a map f: [x]““— 3 by

f(H=0 if t<£ B;
f(y=1if 1< Band {sUt, B—|t|>ea;
f( =2 if t<Band sV, B—[t]|>¢A.
Let C e U be homogeneous for f, and let T = CN B. Then Te U.
As A is dense,
3t: < TIT' < T(|t]| £ minT’ and (s U1, T') €A).

Fixsuchat. Letn = 1. As T < B, by (*) (s Ut,B—|t|>eA, and so f(1) = 1.
That T captures ¢s,A) remains to be seen.
Lett' = T and ¢’ = n. As T is homogeneous for f, f(t') = f(f) = 1, so

(sUt,B—|t'| YeA;
asAis S-closed and T —|t'| € B— | 1|,
sut, T—|t'|>eA.
PROOF OF THEOREM 2.2. Suppose a Pg-generic over M, and let A€ g Let
A =[{s,S)]|seUnSc A}
A is dense, <-closed and in M, so there is an
,8)eANF,:scacssVUS;
soa<S,S < Aand hencea =, A.
Now suppose that VA: e Uac<s,Aand let
F,={{5,8)|Se UArscacsUS},

as in Definition 0.9, It must now be shown that F_has the three properties listed
in Definition 0.10.

(iii) Let {s,S>€ F,, and {s5,8) < (', 5> €Py. Then
s'sescacsuScss US,

so {(s',S'>€eF,.
(ii) Let (s,S) and (s',8'>€F,.sUs’ < a and

ac(sUS)N(s"VUSY),

sO
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U, SNS)=<4s,8),VUs, SN S") =<', S, and
Sus,SN S'>EPu-

(i) Let Ae M, A dense and =<-closed. Working in M and using Lemma 2.5,
pick for each s < x a T,e U that captures {s,A). There is a Be U such that
VsB~|s| € T.a <, B;soletsinabesuchthata — |s| < B.Thena —|s|c T;;
as T, captures {s,A), there is an n such that in M,

te| "> (sut,T,—|t|)eA.
Let 1 be the set of the first n elements of a — | s|. Then (s U ¢, T, — |'| e AN F,.

Finally let me derive the lemma used by Prikry in his proof of Theorem 2.1
from Lemma 2.5, to which it is a kin,

LeEMMA 2.6 (Prikry). Let U be a sentence of the language of forcing and
{s,5)€Py. Then

35" < S(S'€ U A ({5, 8" FA v (5,8 | F120).

PROOF. Let A = {<L, TH[{L,TY|FAV {t,TH{F1A}. As A is dense and
<-closed there are by Lemma 2.5 an §” < S and an n € @ such that

Vi:e [S"|" (sUtL, S"—[t])eA.
Define f: [S"]"— 2 by
F) = 0if ¢sut, 8" — || > A
=1if (sUt, 8"~ [t])|F A

Let S’ < S” be homogeneous for f. If neither {s,5")| + 9 nor ¢s,S")|F 1 U
there are s’, s”, T', T” < S’ with

T’, T”E g, (sUS', T’)‘ FQI, <SUS”, T”), Fﬂ%

and, it may be assumed, min{5,5”} = n. Let ¢’ be the first n element of s’ and t”
of s”. Then f(t") = 0 and f(¢") = 1 (for S” captures {s,A)), which contradicts
the homogeneity of S".
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