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1. Let C,, denote the nth approximation to the Cantor set C: thus Co = [0,1], Cy = [0, ] U [2, 1],
Cy =1[0,3] U3 3U[3 U8 1], etc. and C, | C as n — oo. Denote by F, the distribution
function of a random variable uniformly distributed on C,,. Show that:

(a) C is uncountable and has Lebesgue measure 0;

(b) for all = € [0, 1], the limit F(x) = limy o F(x) exists;

(c) the function F' is continuous on [0, 1], with F/(0) = 0 and F(1) = 1;

(d) for almost all z € [0, 1], F is differentiable at x with F’'(x) = 0.

Hint: express Fy1 recursively in terms of F, and use this relation to obtain a uniform estimate
on Fni1 — F,.

2. We consider the unit circle of R?. We pick randomly a point on A on the circle, and then
randomly another point B on the circle. We describe the random experiment using = [0, 27[?,
A= B([0,27[2), P(dw) = ¥4

(i) Compute the law of the r.v X=length of the chord [AB].

(ii) Compute P(X > /3).

3. We consider the unit disc of R?. Put the following random experiment in equations: pick a point
C' in the unit disc, let A, B be the unique points on the unit disc such that C' is the middle of [AB],
then compute the probability that the chord [AB] has length > /3.

4(*%). Let Q = {1,...,6}Y = {w = (w1,...,ws € {1,...,6}}. We equip Q with the o-algebra A
generated by the sets A;,,  ;, ={w € Qwi =41,...,w, =in}, n>1.

(i) Show using the map ¢(w) = oo, w’é—k_l that €2 is uncontable.

(ii) Compute the image of A;, ;. by ¢.

(iii) Study the injectivity of ¢. Construct a probability measure on A such that Vn > 1, P(4;, . ;,) =
1

) Show that the map defined for w € Q by X (w) = inf{j,w; = 6} is a discrete real r.v.

6™
iv
v) Compute P(X = k) and the probability of the set {X = oo}. Is this set empty?

(
(
5. Let X be a random variable and let 1 < p < co. Show that, if X € LP(P), then P(|X| > \) =
O(A"P) as A — oo. Prove the identity
E(X[) = / PAPIP(IX] > A)dA

0

and deduce that, for all ¢ > p, if P(|X| > A) = O(A79) as A — oo, then X € LP(P).
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6. The zeta function is defined for s > 1 by ¢(s) = > 2, n~°. Let X and Y be independent random
variables with

P(X =n)=P(Y =n) =n"°/{(s).
Write A,, for the event that n divides X. Show that the events (A, : p prime) are independent and

deduce Euler’s formula .
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Show also that P(X is square-free) = 1/{(2s). Write H for the highest common factor of X and
Y. Show finally that P(H = n) = n~25/¢(2s).

7. The moment generating function ¢ of a real-valued random variable X is defined by ¢(7) =
E(e™X), 7 € R. Suppose that ¢ is finite on an open interval containing 0. Show that ¢ has
derivatives of all orders at 0 and that X has finite moments of all orders given by

By = ()| ot

8. Let X = (Xi,...,Xy) be a r.v with value in R? with X; € L?(Q, A, P). Let the covariance
matrix be KX = (COV(Xi,Xj>)1§i7j§d.

(i) Show that Kx is a symmetric positive matrix.

(i) Let M be a (deterministic) n x d matrix. Let Y = M X, show that Ky = AK x A’.

9. Let X = (X7, ..., Xy) where X is areal valued square integrable r.v. Show that its characteristic
function ®x is twice differentiable with
d

d d
Ox(€) =1+iY &EIX;] - =Y > &GEBX; Xk + o( /&)%)

j=1 Jj=1k=1
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10. Let a symmetric definite positive square matrix A € My(R). Let X be a Gaussian variable
1 —1
e—j(A z|x)

, z € R% Compute the characteristic function of X.
(2m)ddet(A)

with Gaussian law p(z) =

11. Determine which of the following distributions on R have an integrable characteristic function:
N(u, %), Bin(N, p), Poisson(\), U[0, 1].
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2. (i) Let Y(z) = Ce 122 for |z| < 1 and ¢(x) = 0 otherwise, where C' is a constant chosen so
that fR r)dr = 1. For f € L'(R) of compact support, show that f 1 is C* and has compact
support.

(ii) Let 0 > 0, x € R. g,(z) = mlﬁe 207 . Show that V¢ € Cy(R) (ie continuous bounded), Vx € R,
lim, 0 go * () = ().

13. Let (X, : n € N) be independent N (0, 1) random variables. Prove that

limsup (X,/v/2logn) =1 as.



