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2 SIMON WADSLEY

LECTURE 1
1. VECTOR SPACES

Linear algebra can be summarised as the study of vector spaces and linear maps
between them. This is a second ‘first course’ in Linear Algebra. That is to say, we
will define everything we use but will assume some familiarity with the concepts
(picked up from the IA course Vectors & Matrices for example).

1.1. Definitions and examples.

Ezxamples.

(1) For each non-negative integer n, the set R™ of column vectors of length n with
real entries is a vector space (over R). An (m X n)-matrix A with real entries
can be viewed as a linear map R™ — R™ via v — Av. In fact, as we will see,
every linear map from R™ — R™ is of this form. This is the motivating example
and can be used for intuition throughout this course. However, it comes with
a specified system of co-ordinates given by taking the various entries of the
column vectors. A substantial difference between this course and Vectors &
Matrices is that we will work with vector spaces without a specified set of
co-ordinates. We will see a number of advantages to this approach as we go.

(2) Let X be a set and RX := {f: X — R} be equipped with an addition given
by (f + g)(z) := f(z) + g(z) and a multiplication by scalars (in R) given by
(Af)(xz) = A(f(x)). Then R¥ is a vector space (over R) in some contexts called
the space of scalar fields on X. More generally, if V' is a vector space over R
then VX = {f: X — V} is a vector space in a similar manner — a space of
vector fields on X.

(3) If[a,b] is a closed interval in R then C'([a, b],R) := {f € R[“ b1'| f is continuous}
is an R-vector space by restricting the operations on RI%?!. Similarly

C*([a,b],R) :== {f € C([a,b],R) | f is infinitely differentiable}

is an R-vector space.
(4) The set of (m x n)-matrices with real entries is a vector space over R.

Notation. We will use F to denote an arbitrary field. However the schedules only
require consideration of R and C in this course. If you prefer you may understand
F to always denote either R or C (and the examiners must take this view).

What do our examples of vector spaces above have in common? In each case
we have a notion of addition of ‘vectors’ and scalar multiplication of ‘vectors’ by
elements in R.

Definition. An F-vector space is an abelian group (V, +) equipped with a function
FxV = V; (\v)— lv such that

(i) AMpv) = (Ap)v for all \,p € F and v € V;
(ii) AMu+v) =Au+ M for all A € F and u,v € V;
(iii) A+ p)v= +pvforall \,u € F and v € V;
(iv) lv=vforallveV.

Note that this means that we can add, subtract and rescale elements in a vector
space and these operations behave in the ways that we are used to. Note also that
in general a vector space does not come equipped with a co-ordinate system, or
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notions of length, volume or angle. We will discuss how to recover these later in
the course. At that point particular properties of the field F will be important.

Convention. We will always write 0 to denote the additive identity of a vector
space V. By slight abuse of notation we will also write 0 to denote the vector space

{0}.
Exercise.
(1) Convince yourself that all the vector spaces mentioned thus far do indeed satisfy

the axioms for a vector space.
(2) Show that for any v in any vector space V, 0v =0 and (—1)v = —v

Definition. Suppose that V is a vector space over F. A subset U C V is an
(F-linear) subspace if
(i) for all uy,us € U, uys +us € U;
(ii) for all X € F and w € U, A\u € U;
(iii) 0 € U.
Remarks.
(1) Tt is straightforward to see that U C V is a subspace if and only if U # § and

Aug + pug € U for all ug,ug € U and A\, pu € F.
(2) If U is a subspace of V then U is a vector space under the inherited operations.

Ezxamples.
T

(1) 29 | € R3: 21+ 29+ 23 =1t is a subspace of R3 if and only if ¢ = 0.
X3

(2) Let X be a set. We define the support of a function f: X — F to be

supp f :={z € X : f(x) # 0}.
Then {f € FX : |supp f| < oo} is a subspace of FX since we can compute
supp 0 = 0, supp(f + g) C supp f Usuppg and supp Af = supp f if A # 0.

Definition. Suppose that U and W are subspaces of a vector space V over F.
Then the sum of U and W is the set

U+W:={u+w:uvelUweW}

Proposition. If U and W are subspaces of a vector space V over ¥ then U N W
and U + W are also subspaces of V.

Proof. Certainly both UNW and U 4+ W contain 0. Suppose that v1,vo € UNW,
uy,ug € U, wy,ws € Wiand A\, u € F. Then Avy + pve € UNW and

AMug + wr) + plug + we) = (Aug + pug) + (Awy + pwe) € U + W.
SoUNW and U + W are subspaces of V. O

*Quotient spaces*. Suppose that V is a vector space over F and U is a subspace
of V. Then the quotient group V/U can be made into a vector space over F by
defining

Av+U)=v)+U
for A € F and v € V. To see this it suffices to check that this scalar multiplication
is well-defined since then all the axioms follow immediately from their equivalents
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for V. So suppose that v1 + U = va + U. Then (v; — vg) € U and so Avy — Avg =
A(vy —wg) € U for each X € F since U is a subspace. Thus Av; + U = Avg + U as
required.

LECTURE 2
1.2. Linear independence, bases and the Steinitz exchange lemma.

Definition. Let V' be a vector space over F and S C V a subset of V. Then the
span of S in V is the set of all finite F-linear combinations of elements of S,

n
(S) := {Z)\isi N eF,s;eSn> 0}
i=1
Remark. For any subset S C V, (S) is the smallest subspace of V' containing S.
Example. Suppose that V is R3.

1 0 1 a
IfS= 0,(1],12 then (S) = bl:a,beR
0 1 2 b

Note also that every subset of S of order 2 has the same span as S.

Ezample. Let X be a set and for each x € X, define §,: X — F by
O

Then (6, : x € X) = {f € F¥X : [suppf| < oo}.

Definition. Let V be a vector space over F and S C V.

(i) We say that S spans V if V = (5).
(ii) We say that S is linearly independent (LI) if, whenever

i=1

with A\; € F, and s; distinct elements of S, it follows that A\; = 0 for all 7. If
S is not linearly independent then we say that S is linearly dependent (LD).
(iii) We say that S is a basis for V if S spans and is linearly independent.
If V has a finite basis we say that V is finite dimensional.

1 0 1
Ezample. Suppose that V is R3 and S = 01,({1],12 . Then S is linearly
0 1 2
1 0 1
dependent since 1 [0 | +2 [ 1] 4+(=1) | 2 ] = 0. Moreover S does not span V since
0 1 2

0
0 ] is not in (S). However, every subset of S of order 2 is linearly independent
1

and forms a basis for (S).

Remark. Note that no linearly independent set can contain the zero vector since
1-0=0.
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Convention. The span of the empty set (f)) is the zero subspace 0. Thus the
empty set is a basis of 0. One may consider this to not be so much a convention as
the only reasonable interpretation of the definitions of span, linearly independent
and basis in this case.

Lemma. A subset S of a vector space V' over F is linearly dependent if and only if
there exist sg, S1,...,8, € S distinct and \1,..., )\, € F such that sg = Z?:l NS

Proof. Suppose that S is linearly dependent so that Y A\;s; = 0 for some s; € S
distinct and A; € F with A; # 0 say. Then

_)\i
S5 = Z X Si-.

i Y
Conversely, if so = > 1| A;s; then (—1)sg + >y Ais; = 0. 0
Proposition. Let V be a vector space over F. Then {e1,...,e,} is a basis for V

if and only if every element v € V can be written uniquely as v =Y .| \ie; with
A € F.

Proof. First we observe that by definition {ey,...,e,} spans V if and only if every
element v of V' can be written in at least one way as v = > \;e; with \; € F.

So it suffices to show that {ej,..., ey} is linearly independent if and only if there
is at most one such expression for every v € V.

Suppose that {e1,...,e,} is linearly independent and v = > \je; = > p;e; with
Ais i € F. Then, > (A; — p;)e; = 0. Thus by definition of linear independence,
Ai—p;=0fori=1,...,n and so A\; = p, for all 4.

Conversely if {ej,...,e,} is linearly dependent then we can write

Z)\iei :O:ZOe,;

for some \; € F not all zero. Thus there are two ways to write 0 as an F-linear
combination of the e;. O

The following result is necessary for a good notion of dimension for vector spaces.

Theorem (Steinitz exchange lemma). Let V' be a vector space over F. Suppose
that S = {e1,...,en} is a linearly independent subset of V and T C V spans V.
Then there is a subset T' of T of order n such that (T\T')US spans V. In particular
n < |T|.

This is sometimes stated as follows (with the assumption that T is finite).

Corollary. If {e1,...,e,} CV is linearly independent and {f1,..., fm} spans V.
Then n < m and, possibly after reordering the f;, {e1,...,en, fnt1s---, fm} Spans
V.

We prove the theorem by replacing elements of T" by elements of S one by one.

Proof of the Theorem. Suppose that we’ve already found a subset T of T of order
0 < r < n such that T, := (T\T)) U {e1,..., e} spans V. Then we can write

k
erp1 =Y Ait;
i=1
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with A\; € F and t; € T,.. Since {ey,...,e,+1} is linearly independent there must be
some 1 < j <k such that A\; # 0 and t; € {e1,..., e, }. Let T}, = T} U {t;} and

Tppr = (T\TL41) Ufer, o epin} = (TA{ 1) Ufersa}

Now . )
tj = )Tjerﬂ - Z )\*;fi,
i#]
SO tj S <TT+1> and <TT+1> = <TT+1 @] {tj}> D) <TT> =V.
Now we can inductively construct 7" = T, with the required properties. (I

LECTURE 3

Corollary. Let V' be a vector space with a basis of order n.

(a) Every basis of V' has order n.

(b) Any n LI vectors in V' form a basis for V.

(c) Any n vectors in V that span V' form a basis for V.

(d) Any set of linearly independent vectors in 'V can be extended to a basis for V.
(e) Any finite spanning set in 'V contains a basis for V.

Proof. Suppose that S = {ej,...,e,} is a basis for V.

(a) Suppose that T is another basis of V. Since S spans V and any finite subset
of T is linearly independent |T'| < n. Since T spans and S is linearly independent
|T| = n. Thus |T| = n as required.

(b) Suppose T is a LI subset of V' of order n. If T' did not span we could choose
v € V\(T). Then T'U {v} is a LI subset of V of order n + 1, a contradiction.

(¢) Suppose T spans V and has order n. If T' were LD we could find tg,t1, ..., tm
in T distinct such that tg = Y ;- A\it; for some A; € F. Thus V = (T) = (T'\{to})
so T\{to} is a spanning set for V of order n — 1, a contradiction.

(d) Let T' = {t1,...,t;m} be a linearly independent subset of V. Since S spans
V we can find s1,..., 8y, in S such that (S\{s1,...,8m}) UT spans V. Since this
set has order (at most) n it is a basis containing 7.

(e) Suppose that T is a finite spanning set for V and let 7/ C T be a subset of
minimal size that still spans V. If |T'| = n we’re done by (c). Otherwise |T'| > n
and so 77 is LD as S spans. Thus there are tg,...,t,, in 7" distinct such that
to = > \it; for some \; € F. Then V = (I") = (T"\{to}) contradicting the
minimality of T” O
Ezercise. Prove (e) holds for any spanning set in a f.d. V.

Definition. If a vector space V over F has a finite basis S then we say that V is
finite dimensional (or f. d.). Moreover, we define the dimension of V by
dimp V = dim V' = |S|.
If V' does not have a finite basis then we will say that V is infinite dimensional.
Remarks.
(1) By the last corollary the dimension of a finite dimensional space V' does not
depend on the choice of basis S. However the dimension does depend on F.

For example C has dimension 1 viewed as a vector space over C (since {1} is a
basis) but dimension 2 viewed as a vector space over R (since {1,4} is a basis).
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(2) If we wanted to be more precise then we could define the dimension of an
infinite dimensional space to be the cardinality of any basis for V. But we have
not proven enough to see that this would be well-defined; in fact there are no
problems.

Lemma. IfV is f.d. andU C V is a proper subspace then U is also f.d.. Moreover,
dimU < dimV.

Proof. Let S C U be a LI subset of U of maximal possible size. Then |S| < dim V'
(by the Steinitz Exchange Lemma).

As in the proof of part (b) of the Corollary, if v € V\(S) then S U {v} is LL
In particular U = (S), else S does not have maximal size. Moreover since U # V/,
there is some v € V\(S) and |SU{v}| is a LI subset of order |S|+1. So |S| < dim V'
as required. O

Proposition. Let U and W be subspaces of a finite dimensional vector space V
over F. Then

dim(U + W) + dim(U N W) = dim U + dim W.

Proof. Since dimension is defined in terms of bases and we have no way to compute
it at present except by finding bases and counting the number of elements we must
find suitable bases. The key idea is to be careful about how we choose our bases.

’ Slogan When choosing bases always choose the right basis for the job.

Let R := {v1,...,v,} be a basis for UNW. Since UNW is a subspace of U we can
extend R to a basis S := {v1,...,0p, Upy1,...,us} for U. Similary we can extend
R to a basis T := {v1,...,Up, Wrt1,...,ws} for W. We claim that X :=SUT is a
basis for U + W. This will suffice, since then

dm(U+W)=|X|=s+t—r=dimU + dimW — dim(U N W).

Suppose u+w € U+ W with u € U and w € W. Then u € (S) and w € (T).
Thus U + W is contained in the span of X = SUT. Tt is clear that (X) CU + W
so X does span U + W and it now suffices to show that X is linearly independent.
Suppose that

T s t
Z )\ﬂ)i + Z HjUsj + Z VWl = 0.
i=1 j=r+1 k=r+1

Then we can write Y pju; = — > A\v; — > vpwr € UNW. Since the R spans
UNW and T is linearly independent it follows that all the v, are zero. Then
> Aivi + > pju; = 0 and so all the A\; and p; are also zero since S is linearly
independent. (I

The following can be proved along similar lines.

Proposition (non-examinable). If V is a finite dimensional vector space over F
and U is a subspace then

dimV =dimU + dim V/U.
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Proof. Let {uy,...,un} beabasis for U and extend to a basis {u1, ..., Um, Vmt1,---,Un}
for V. It suffices to show that S := {vy41 + U,...,v, + U} is a basis for V/U.
Suppose that v+ U € V/U. Then we can write

v = Z)‘iui + Z JTrS
i=1

j=m-+1
Thus

n

v—&-U:i)\i(ui-i—U)-f- Z pi(v; +U) =0+ i 1 (v; + U)

i=1 j=m+1 j=m+1

and so S spans V/U. To show that S is LI, suppose that

n

> nilv; +U) =0.

j=m+1
Then Y27, . pjv; € U so we can write Y0 ) pjv; = >0 Ny for some
Ai € F. Since the set {u1, ..., Umn, Vm41,...,0n} is LI we deduce that each p; (and
Aj) is zero as required. (]
LECTURE 4

1.3. Direct sum. There are two related notions of direct sum of vector spaces
and the distinction between them can often cause confusion to newcomers to the
subject. The first is sometimes known as the internal direct sum and the latter as
the external direct sum. However it is common to gloss over the difference between
them.

Definition. Suppose that V' is a vector space over F and U and W are subspaces
of V. Recall that sum of U and W is defined to be

U4+W={ut+w:uelUweW}

We say that V' is the (internal) direct sum of U and W, written V = U @& W, if
V=U+Wand UNW = 0. Equivalently V =U @ W if every element v € V can
be written uniquely as v + w with u € U and w € W.

We also say that U and W are complementary subspaces in V.

Ezample. Suppose that V = R? and

X1 1 1
U= To | :x1+20+23=0 ,W1=< 1 >andW2:< 0 >

then V=Ue W, =U & Ws.
Note in particular that U does not have only one complementary subspace in V.

Definition. Given any two vector spaces U and W over F the (external) direct
sum U & W of U and W is defined to be the set of pairs

{(u,w) : v e U,we W}
with addition given by

(ur, w1) + (w2, w2) = (u1 + ug, w1 + wa)
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and scalar multiplication given by
AMu, w) = (Au, Aw).

Exercise. Show that U @ W is a vector space over F with the given operations and
that it is the internal direct sum of its subspaces

{(u,0) :w € U} and {(0,w) : w e W}.
More generally we can make the following definitions.

Definition. If Uy,...,U, are subspaces of V then V is the (internal) direct sum
of Uy, ..., U, written

V=Ui& &l :éUi
i=1

if every element v of V' can be written uniquely as v = > | u; with u; € U;.

Definition. If Uy, ..., U, are any vector spaces over F their (external) direct sum
is the vector space

n
@Ul = {(ul,...,un) |’U,l € Ul}
i=1

with natural coordinate-wise operations.

From now on we will drop the adjectives ‘internal’ and ‘external’ from ‘direct

sum’.

2. LINEAR MAPS

2.1. Definitions and examples.

Definition. Suppose that U and V are vector spaces over a field F. Then a function
a: U — V is a linear map if

(1) alur +u2) = a(ur) + ausg) for all uy,us € U;
(ii)) a(Au) = Aa(u) for all w € U and X € F.

Notation. We write L(U, V) for the set of linear maps U — V.

Remarks.

(1) We can combine the two parts of the definition into one as: « is linear if and
only if a(Auy + pus) = Aa(uy) + pa(usg) for all A, u € F and uq,us € U. Linear
maps should be viewed as functions between vector spaces that respect their
structure as vector spaces.

(2) If v is a linear map then « is a homomorphism of the underlying abelian groups.
In particular «(0) = 0.

(3) If we want to stress the field F then we will say a map is F-linear. For example,
complex conjugation defines an R-linear map from C to C but it is not C-linear.

FEzxamples.
(1) Let A be an n x m matrix with coefficients in F — write A € M, ,,(F). Then
a: F™ — F"; a(v) = Av is a linear map.
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To see this let A,y € F and u,v € F™. As usual, let A;; denote the ijth
entry of A and u;, (resp. v;) for the jth coordinate of u (resp. v). Then for
1<1<n,

(a(hu+ po)); =Y Ay (M + poy) = Aa(u); + po(v);
j=1
s0 a(Au + pv) = da(u) + pa(v) as required.
(2) If X is any set and g € F¥ then my: FX — FX; m,(f)(z) := g(z)f(x) for
x € X is linear.
(3) For all z € [a,b], 6,: C([a,b],R) = R; f — f(z) is linear.
(4) I: C([a,b],R) — C([a,b],R); I(f)(z) = [ f(t)dt is linear.
(5) D: C*([a,b],R) = C*([a,b],R); (Df)(t) = f'(t) is linear.
(6) If ,3: U — V are linear and A € F then a+ 8: U — V given by (a+ 8)(u) =
a(u) + B(u) and Aa: U — V given by (Aa)(u) = A(a(u)) are linear. In this
way L(U,V) is a vector space over F.

Definition. We say that a linear map a: U — V is an isomorphism if there is a
linear map B: V — U such that fa = idy and a8 = idy.

Lemma. Suppose that U and V' are vector spaces over F. A linear map a: U — V
s an isomorphism if and only if « is a bijection.

Proof. Certainly an isomorphism «: U — V is a bijection since it has an inverse
as a function between the underlying sets U and V. Suppose that a: U — V is a
linear bijection and let B: V' — U be its inverse as a function. We must show that
[ is also linear. Let A\, u € F and v1,v € V. Then

aff (A1 + pv2) = AaB(v1) + paB(ve) = o (AB(v1) + pB(v2)) -

Since « is injective it follows that 3 is linear as required. O

Definition. Suppose that a: U — V is a linear map.

e The image of o, Ima := {a(u) : u € U}.
e The kernel of o, kera := {u € U : a(u) = 0}.

FEzxzamples.

(1) Let A € My, ,(F) and let a: F™ — F™ be the linear map defined by z — Az.
Then the system of equations

m
j=1

by
has a solution if and only if [ : | € Ima. The kernel of o consists of the
br,
T
solutions to the homogeneous equations
Tm

m
j=1
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(2) Let 8: C*(R,R) —» C=(R,R) be given by

BUHE) = f"#) +p)f'(t) +a(t) f(t)
for some p,q € C*(R,R). A function g € C*°(R,R) is in the image of
precisely if
f1@) +p@)f(t) + at) = g(t)
has a solution in C*°(R,R). Moreover, ker 8 consists of the solutions to the
differential equation

F'@) +p)f(t) + q(t) f(t) = 0
in C=(R, R).

LECTURE 5

Proposition. Suppose that a: U — V is an F-linear map.

(a) If « is injective and S C U s linearly independent then o(S) C V is linearly
independent.

(b) If a is surjective and S C U spans U then a(S) spans V.

(¢) If a is an isomorphism and S is a basis then «(S) is a basis.

Proof. (a) Suppose « is injective, S C U and «(S) is linearly dependent. Then
there are sg,...,s, € S distinct and Aq,..., A, € F such that

a(sg) = Z Aia(s;) =« (Z )\isi> .

Since « is injective it follows that sg = 2711 A;s; and S is LD.

(b) Now suppose that « is surjective, S C U spans U and let v in V. There is
u € U such that a(u) = v and there are s1,...,s, € S and \y,..., A\, € F such
that >~ A;s; = u. Then > A\;a(s;) =v. Thus «(S) spans V.

(c) Follows immediately from (a) and (b). O

Note that « is injective if and only if ker @ = 0 and that « is surjective if and
only if Imna=1V.

Corollary. If two finite dimensional vector spaces are isomorphic then they have
the same dimension.

Proof. If a: U — V is an isomorphism and S is a finite basis for U then a(S) is a
basis of V' by the proposition. Since « is an injection |S| = |a(9)]. O

Proposition. Suppose that V is a vector space over F of dimension n < oo.
Writing ey, ..., e, for the standard basis for F™, there is a bijection ® between the
set of isomorphisms F* — V and the set of (ordered) bases for V that sends the
isomorphism o: F" — V to the (ordered) basis (a(e1),...,a(ey)).

Proof. That the map ® is well-defined follows immediately from part (c) of the last
Proposition.
If ®(a) = ®(B) then

T

o : =Y wmale) =) mifle) =8
=1 =1

Tn Tn

T
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Z1
forall | : | € F* so a = 3. Thus & is injective.
xn
Suppose now that (vq,...,v,) is an ordered basis for V and define a: F* — V
by
T n
« = Z Z;U;.
T, i=1
Then « is injective since vy, ..., v, are LI and « is surjective since vq, ..., v, span
V and « is easily seen to be linear. Thus « is an isomorphism such that ®(a) =
(v1,...,v,) and @ is surjective as required. O

Thus choosing a basis for an n-dimensional vector space V' corresponds to choos-
ing an identification of V' with F”.

2.2. Linear maps and matrices.

Proposition. Suppose that U and V are vector spaces over F and S := {ey,...,en}
is a bastis for U. Then every function f: S — V extends uniquely to a linear map
a:U—V.

’ Slogan To define a linear map it suffices to specify its values on a basis. ‘

Proof. First we prove uniqueness: suppose that f: S — V and « and 8 are two
linear maps U — V extending f. Let u € U so that u = ) u;e; for some u; € F.

Then
a(u) =« <Z ul-el-) = Zuia(ei).
i=1 i=1

Similarly, 8(u) = >°7 wiB(e;). Since a(e;) = f(e;) = B(e;) for each 1 < i < n we
see that a(u) = B(u) for all w € U and so a = 5.

That argument also shows us how to construct a linear map « that extends f.
Every u € U can be written uniquely as u = Z?zl u;e; with u; € F. Thus we can
define a(u) = > u;f(e;) without ambiguity. Certainly « extends f so it remains
to show that « is linear. So we compute for u = > u;e; and v =Y v;e;,

aMu+uw) = « (Z()\Ui + M'Ui)ei)

= > i+ ) f(er)

i=1
= A Z uif(e;) +p Z v; f(e:)
i=1 i=1
— Xa(u) + pa (v)
as required. O

Remarks.

(1) With a little care the proof of the proposition can be extended to the case U
is not assumed finite dimensional.
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(2) Tt is not hard to see that the only subsets S of U that satisfy the conclusions
of the proposition are bases: spanning is necessary for the uniqueness part and
linear independence is necessary for the existence part. The proposition should
be considered a key motivation for the definition of a basis.

Corollary. If U and V are finite dimensional vector spaces over F with (ordered)
bases (€1,...,em) and (f1,..., fn) respectively then there is a bijection

Mat,, . (F) < L(U, V)

that sends a matriz A to the unique linear map « such that a(e;) = > aji f;.

Interpretation The ith column of the matrix A tells where the ith basis
vector of U goes (as a linear combination of the basis vectors of V).

Proof. If a: U — V is a linear map then for each 1 < i < m we can write a(e;)
uniquely as a(e;) = > aj;f; with a;; € F. The proposition tells us that every
matrix A = (a;;) arises in this way from some linear map and that « is determined
by A. O

Definition. We call the matrix corresponding to a linear map « € L(U, V) under
this corollary the matrixz representing o with respect to (e1, ..., em) and (f1,..., fn)-

Exercise. Show that the bijection given by the corollary is even an isomorphism
of vector spaces. By finding a basis for Mat,, ., (F), deduce that dim £(U,V) =
dimU dim V.

Proposition. Suppose that U,V and W are finite dimensional vector spaces over
F with bases R := (u1,...,u,), S:= (v1,...,vs) and T := (w1, ..., wy) respectively.
If a: U — V is a linear map represented by the matriz A with respect to R and S
and B:V — W 1is a linear map represented by the matriz B with respect to S and
T then Ba is the linear map U — W represented by BA with respect to R and T .

Proof. Verifying that S« is linear is straightforward: suppose x,y € U and A\, u € F
then

Ba(Az + py) = B(Aa(z) + pa(y)) = ABa(z) + pbaly).
Next we compute Sa(u;) as a linear combination of w;.

Ba(u;) = B <Z Akﬂ/k) = AiBlvr) =Y AriBjgw; = > _(BA)jiw;
& & P

J
as required. 0
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LECTURE 6

2.3. The first isomorphism theorem and the rank-nullity theorem. The
following analogue of the first isomorphism theorem for groups holds for vector
spaces.

Theorem (The first isomorphism theorem). Let a: U — V be a linear map between
vector spaces over F. Then ker « is a subspace of U and Im « is a subspace of V.
Moreover a induces an isomorphism U/ ker « — Im « given by

a(u+ ker ) = a(u).
Proof. Certainly 0 € ker a. Suppose that uq,us € kera and A\, u € F. Then
a(Auy + pug) = Aa(uy) + po(uz) =0+ 0= 0.
Thus ker «v is a subspace of U. Similarly 0 € Im « and for uy,us € U,
Aa(uy) + pa(us) = a(duy + pusg) € Im(a).

By the first isomorphism theorem for groups @ is a bijective homomorphism of the
underlying abelian groups so it remains to verify that @ respects multiplication by
scalars. But @(Au + ker o) = a(Au) = da(u) = Aa(u + ker ) for all A € F and
uelU. O

Definition. Suppose that a: U — V is a linear map between finite dimensional
vector spaces.

e The number n(«) := dimker « is called the nullity of .
e The number r(a) := dimIm« is called the rank of a.

Corollary (The rank-nullity theorem). If a: U — V is a linear map between f.d.
vector spaces over F then
r(a) +n(a) = dimU.
Proof. Since U/ ker a = Im « they have the same dimension. But
dimU = dim(U/ ker ) 4+ dim ker «
by an earlier computation so dimU = r(a) + n(«a) as required. O
We are about to give another proof of the rank-nullity theorem not using quotient

spaces or the first isomorphism theorem. However, the proof above is illustrative
of the power of considering quotients.

Proposition. Suppose that a: U — V is a linear map between finite dimensional
vector spaces then there are bases (e1,...,en) for U and (fi1,..., fm) for V such

that the matrix representing o is
I, 0
0 0
where r = r().

In particular r(a) +n(a) = dimU.

Proof. Let (eg41,...,en) be a basis for ker a (here n(a) = n — k) and extend it to
a basis (eq,...,e,) for U (we're being careful about ordering now so that we don’t
have to change it later). Let f; = a(e;) for 1 <i < k.

We claim that (f1,..., fx) form a basis for Ima (so that k = r(«a)).
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Suppose first that Ele Xifi = 0 for some \; € F. Then « (Zle /\iei) =0

and so Zle Aie; € kera. But kera N (e1,...,ex) = 0 by construction and so
Zle Xie; = 0. Since eq,...,e; are LI, each \; = 0. Thus we have shown that
{f1,.... fu}is LL

Now suppose that v € Im«, so that v = a(>"_; pie;) for some p; € F. Since
ale;) =0 for i > k and ay(e;) = f; for i < k, v = Zle,uifi € {f1,..., fr). So
(f1,---, fr) is a basis for Im « as claimed (and k = r).

We can extend {fi,..., fr} to a basis {f1,..., fi} for V.

Now
ale;) = .
0 r+1<<71<m

so the matrix representing « with respect to our choice of basis is as in the state-
ment. ([l

The proposition says that the rank of a linear map between two finite dimensional
vector spaces is its only basis-independent invariant (or more precisely any other
invariant can be deduced from it).

This result is very useful for computing dimensions of vector spaces in terms of
known dimensions of other spaces.

FEzxzamples.
(1) Let W ={x € R’ | 21 + 22 + x5 =0 and 73 — 14 — x5 = 0}. What is dim W?
Consider a: R® — R? given by a(x) = <x1 ot x5>. Then « is a linear
T3 — T4 — Th
map with image R? (since

e
oo o

1
= (O) and o

and kerao = W. Thus dimW =n(a) =5 —r(a) =5 -2 =3.
More generally, one can use the rank-nullity theorem to see that m linear
equations in n unknowns have a space of solutions of dimension at least n —m.
(2) Suppose that U and W are subspaces of a finite dimensional vector space V'
then let a: U @ W — V be the linear map given by a((u,w)) = u + w. Then
kera={(u,—u) |[ueUNW}=UNW, and Ima =U + W. Thus

dmU e W =dim (U + W) +dim (UNW).
We can then recover dimU + dim W = dim (U + W) + dim (U N W).

OO~ OO
Il
R
=)
"
\._/

=]

Corollary (of the rank-nullity theorem). Suppose that «: U — V is a linear map
between two vector spaces of dimension n < co. Then the following are equivalent:
(a) « is injective;

(b) « is surjective;

(¢) « is an isomorphism.

Proof. Tt suffices to see that (a) is equivalent to (b) since these two together are
already known to be equivalent to (c). Now « is injective if and only if n(a) = 0.
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By the rank-nullity theorem n(«) = 0 if and only if r(«) = n and the latter is
equivalent to a: being surjective. ([

This enables us to prove the following fact about matrices.

Lemma. Let A be an n X n matriz over F. The following are equivalent

(a) there is a matriz B such that BA = I,;
(b) there is a matriz C' such that AC = I,,.

Moreover, if (a) and (b) hold then B = C' and we write A=' = B = C; we say A
1s invertible.

Proof. Let o, B,v,0: F* — F™ be the linear maps represented by A, B,C and I,
respectively (with respect to the standard basis for F™).

Note first that (a) holds if and only if there exists 8 such that Sa = ¢. This
last implies that « is injective which in turn implies that implies that « is an
isomorphism by the previous result. Conversely if « is an isomoprhism there does
exist 8 such that Sa = ¢ by definition. Thus (a) holds if and only if « is an
isomorphism.

Similarly (b) holds if and only if there exists v such that ay = ¢. This last
implies that « is surjective and so an isomorphism by the previous result. Thus (b)
also holds if and only if « is an isomorphism.

If v is an isomorphism then 5 and v must both be the set-theoretic inverse of «
and so B = C as claimed. O

LECTURE 7

2.4. Change of basis.

Theorem. Suppose that (e1,...,em) and (u1,...,uy) are two bases for a vector
space U over F and (f1,..., fn) and (v1,...,v,) are two bases of another vector
space V. Let a: U — V be a linear map, A be the matrixz representing o with
respect to (e1,...,em) and (f1,...,fn) and B be the matriz representing o with
respect to (ui, ..., uUnm) and (vi,...,v,) then

B=Q ‘AP

where u; =Y Priep fori=1,...,m andvj =Y Qufi forj=1,...,n.

Note that one can view P as the matrix representing the identity map from U
with basis (u1, ..., uy,) to U with basis (eq, ..., e, ) and @ as the matrix represent-
ing the identity map from V with basis (vy,...,v,) to V with basis (f1,..., fa)-
Thus both are invertible with inverses represented by the identity maps going in
the opposite directions.

Proof. On the one hand, by definition
a(u;) = Bjw;=» BjiQifi=> (QB)ifi.
j il 1
On the other hand, also by definition

au;) = <Z Pkiek> = PuiAwfi =Y (AP)ifi.
p kol

1
Thus @B = AP as the f; are LI. Since @ is invertible the result follows. (]
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Definition. We say two matrices A, B € Mat,, ,,(F) are equivalent if there are
invertible matrices P € Mat,,(F) and Q € Mat,,(F) such that QAP = B.

Note that equivalence is an equivalence relation. It can be reinterpreted as
follows: two matrices are equivalent precisely if they respresent the same linear
map with respect to different bases.

We saw earlier that for every linear map « between f.d. vector spaces there are
bases for the domain and codomain such that « is represented by a matrix of the

form
I, 0
(5 5)
Moreover r = r(«) is independent of the choice of bases. We can now rephrase this
as follows.

Corollary. If A € Mat, ,,(F) there are invertible matrices P € Mat,,(F) and
Q € Mat,,(F) such that Q=1 AP is of the form

(6 o)

Moreover r is uniquely determined by A. 1i.e. every equivalence class contains
precisely one matriz of this form. O

Definition. If A € Mat,, ,,(F) then

e column rank of A, written r(A) is the dimension of the subspace of F"
spanned by the columns of A;
e the row rank of A is the column rank of AT

Note that if we take o to be a linear map represented by A with respect to
the standard bases of F™ and F" then r(A) = r(a). i.e. ‘column rank=rank’.
Moreover, since 7(«) is defined in a basis-invariant way, the column rank of A is
constant on equivalence classes.

Corollary (Row rank equals column rank). If A € Mat,, ,,(F) then r(A) = r(AT).
Proof. Let 7 = r(A). There exist P, @ such that

_ I. 0
Q 1AP_(0 o>'

I, 0
T AT (—\T _ (1r
and so r = r(AT). Thus A and AT have the same rank. O

Thus

2.5. Elementary matrix operations.

Definition. We call the following three types of invertible nxn matrices elementary
matrices ‘ '
1 ' ! 0

ST = . for i # j,
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i J
1 0
1 A
EZ;(A) = . for ¢ # j, A € F and
0 1
0 1
T
1 0
T (A) = oyl for A € F\{0}.
0 1
0 1

We make the following observations: if A is an m X n matrix then AS7 (resp.
St A) is obtained from A by swapping the ith and jth columns (resp. rows),
AE}(A) (resp. Ej}(A)A) is obtained from A by adding A - (column @) to column j
(resp. adding A - (row j) to row i) and AT]*(A) (resp. T7"(M\)A) is obtained from A
by multiplying column (resp. row) i by .

Recall the following result.

Proposition. If A € Mat,, ,,(F) there are invertible matrices P € Mat,,(F) and
Q € Mat,,(F) such that Q=1 AP is of the form

I. 0
(6 5)
Pure matriz proof of the Proposition. We claim that there are elementary matrices
Ep,...,E} and FI",...,F" such that E}---E}AF™---F]" is of the required
form. This suffices since all the elementary matrices are invertible and products of
invertible matrices are invertible.

Moreover, to prove the claim it suffices to show that there is a sequence of
elementary row and column operations that reduces A to the required form.

If A = 0 there is nothing to do. Otherwise, we can find a pair ,j such that
Aij # 0. By swapping rows 1 and ¢ and then swapping columns 1 and j we can
reduce to the case that A;; # 0. By multiplying row 1 by A%l we can further
assume that A1 = 1.

Now, given A;; = 1 we can add —A;; times column 1 to column j for each
1 < j < m and then add —A;; times row 1 to row ¢ for each 1 < i < n to reduce
further to the case that A is of the form

b 5)

Now by induction on the size of A we can find elementary row and column operations
that reduces B to the required form. Applying these ‘same’ operations to A we
complete the proof. |

Note that the algorithm described in the proof can easily be implemented on a
computer in order to actually compute the matrices P and Q.
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Ezercise. Show that elementary row and column operations do not alter r(A) or
r(AT). Conclude that the r in the statement of the proposition is thus equal to
r(A) and to r(AT).

LECTURE 8
3. DuALiTYy

3.1. Dual spaces. To specify a subspace of F" we can write down a set of linear
equations that every vector in the space satisfies. For example if U =

we can see that

U= Ty | 120y —22=0,21 —x3 =0
€3

These equations are determined by linear maps F* — F. Moreover if 61,605: F* —
F are linear maps that vanish on U and A, € F then A0, + pfy vanishes on U.
Since the 0 map vanishes on evey subspace, one may study the subspace of linear
maps F" — F that vanish on U.

Definition. Let V be a vector space over F. The dual space of V is the vector
space

V*:= L(V,F) ={a: V — F linear}
with pointwise addition and scalar mulitplication. The elements of V* are some-
times called linear forms or linear functionals on V.

FEzxamples.
1
1) V=R*60:VoR; (22| —»a3—a1€V".
T3

(2) V=F¥ z € X then f+ f(z) € V*.
(3) V. =C([0,1,R), then V — R; f s [ f(t)dt € V*.
(4) tr: Mat,(F) — F; A 31 Ay € Mat, ( )*.

Lemma. Suppose that V is a f.d. vector space over F with basis (e1,...,e,). Then
V* has a basis (€1,...,€,) such that €;(e;) = ;5.

Definition. We call the basis (e1,...,€,) the dual basis of V* with respect to
(ela ey en)'

Proof of Lemma. We know that to define a linear map it suffices to define it on a
basis so there are unique elements €1, ..., €, such that €;(e;) = d;;. We must show
that they span and are LI.

Suppose that § € V* is any linear map. Then let A\; = 0(e;) € F. We claim
that 60 = Z;;l Ai€i. It suffices to show that the two elements agree on the basis
e1,...,en of V. But Y i Nei(ej) = Aj = 6(ej). So the claim is true that e, ..., €,
do span V*.

Next, suppose that > u;e; = 0 € V* for some p,...,4, € F. Then 0 =
> piei(ej) = pj for each j =1,...,n. Thus €1,...,€, are LI as claimed. O
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Remark. If we think of elements of V' as column vectors with respect to some basis
Z1
Z Tigg = | : |,
Tn

then we can view elements of V* as row vectors with respect to the dual basis

Zaiei = (a1 an).

Then
Z1
(Z a,»q) (ijej) = Zaixi = (a1 an)
Ty
Corollary. IfV is f.d. then dimV* =dim V. (]
Proposition. Suppose that V is a f.d. vector space over F with bases (eq, ..., ey,)

and (f1,...,fn), and that P is the change of basis matriz from (e1,...,ey,) to
(fiyoooy fn) dee. fi =D p_ Puieg for 1 <i<n.
Let (e1,...,€,) and (n1,...,Mn) be the corresponding dual bases so that
61'(6]‘) = (Sij = ni(fj) fO’f' 1 < i,j < n.
Then the change of basis matriz from (€1, ..., €,) to (N1, ...,n,) is given by (P~1)T
e €; = Ef)lq;m. .
Proof. Let Q = P~1. Then e; = Y Qy; fx, S0 we can compute
O Pam)(e5) =Y (Pum)(Qrjife) =Y PaduQrj = 6ij.
1 k,l k,l
Thus €; = >, Pym as claimed. ]
Definition.

(a) If U C V then the annihilator of U, U° :={# € V* |0(u) =0 VYueU} CV*
(b) If W C V*, then the annihilator of W° :={v eV |0(v) =0 VO W} CV.

Ezample. Consider R3 with standard basis (e, ez, e3) and (R3)* with dual basis
(€1,€2,€3), U = (e1 + 2e3 +e3) C R? and W = (€1 — €3,€1 — 265) C (R?®)*. Then
U°=W and W° =U.
Proposition. Suppose that V is f.d. over F and U C 'V is a subspace. Then
dimU 4+ dimU°® = dim V.

Proof 1. Let (e1,...,er) be a basis for U and extend to a basis (eq,...,e,) for V
and consider the dual basis (ey,...,€,) for V*.

We claim that U° is spanned by €41, ..., €xn.

Certainly if j > k, then €;(e;) = 0 for each 1 <4 < k and so ¢; € U°. Suppose
now that 6 € U°. We can write § = | A\;e; with \; € F. Now,

0=06(e;) = Aj foreach 1 < j < k.
So 6 =37, .1 Ajej. Thus U® is the span of e 41,.. ., €, and
dimU° =n—k=dimV — dimU

as claimed. O
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Proof 2. Consider the restriction map V* — U* given by 6 — 0|y. Since every
linear map U — F can be extended to a linear map V' — F this map is a linear
surjection. Moreover its kernel is U°. Thus dim V* = dim U* 4+dim U° by the rank-
nullity theorem. The proposition follows from the statements dim U = dim U* and
dimV =dim V*. O

Ezercise (Proof 3). Show that (V/U)* = U° and deduce the result.

Of course all three of these proofs are really the same but presented with differing
levels of sophistication.

LECTURE 9
3.2. Dual maps.

Definition. Let V and W be vector spaces over F and suppose that a: V. — W
is a linear map. The dual map to « is the map a*: W* — V* is given by 6 — fa.

Note that A« is the composite of two linear maps and so is linear. Moreover, if
A €F and 61,0, € W* and v € V then

o (A1 + pba)(v) = (A1 + pb2)a(v)
Aia(v) + phaa(v)

= (Aa™(0h) 4 pa™(62)) (v).
Therefore a*(\0y + ubda) = Aa*(01) + pa*(02) and o* is linear ie a* € L(W™*, V™).
Lemma. Suppose that V and W are f.d. with bases (e1,...,en) and (f1,..., fm)
respectively. Let (e1,...,€n) and (n1,...,nm) be the corresponding dual bases. If

a: V. — W is represented by A with respect to (ey,...,ey) and (f1,..., fm) then
a* is represented by AT with respect to (1,...,0m) and (€1,...,€,).

Proof. We're given that a(e;) = > Agifr and must compute a*(n;) in terms of
€1y,-..,€En.

a*(ni)(ej) = mi(ale;))
(> Aj fx)

%
ZAkj(Sik:Aij
k

Thus o (1:)(e;j) = Do Aiverlej) = Doy Afien(e;) and so o (i) = Y Afjex as
required. ([l

Remarks.

(1) fa: U=V and §: V — W are linear maps then (Sa)* = o*G*.

(2) If a,B: U — V then (a + B)* = a* + B*.

(3) If B= QAP is an equality of matrices with P and @ invertible, then

BT — pT AT (Q—1)T _ ((P_l)T)A AT (Q—1)T
as we should expect at this point.

Lemma. Suppose that a € L(V,W) with VW f.d. over F. Then
(a) kera* = (Im )°;
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(b) r(a*) =r(a) and
(c) Ima* = (ker a)°

Proof. (a) Suppose 8 € W*. Then 6 € ker o* if and only if a*(f) = 0 if and only if
fa(v) =0 for all v € V if and only if § € (Im «)°.

(b) As Im « is a subspace of W, we’ve seen that dim Im ar+dim(Im «)° = dim W.
Using part (a) we can deduce that r(a) +n(a*) = dim W = dim W*. But the rank-
nullity theorem gives r(a*) 4+ n(a*) = dim W*.

(c) Suppose that ¢ € Ima*. Then there is some § € W* such that ¢ = a*(0) =
O Therefore for all v € ker o, ¢p(v) = fa(v) = 0(0) = 0. Thus Ima* C (ker )°.

But dim ker a + dim(ker a)° = dim V. So

dim(ker @)° =dimV — n(a) = r(a) = r(a*) = dimIm a*.
and so the inclusion must be an equality. [l

Notice that we have reproven that row-rank=column rank in a more conceptually
satisfying way.

Lemma. Let V be a vector space over F there is a canonical linear map ev: V —
V** given by ev(v)(0) = 0(v).

Proof. First we must show that ev(v) € V** whenever v € V. Suppose that
01,02 € V* and A, pu € F. Then

ev(v)(N0y + uba) = A01(v) + pbha(v) = Aev(v)(01) + pev(v)(hs).

Next, we must show ev is linear, ie ev(Avy + pwe) = Aev(vy) + ev(ve) whenever
v, v2 € V, A\, u € F. We can show this by evaluating both sides at each 8 € V*.
Then

ev(Avy + pw2)(0) = 0(Avy + pvg) = (Aev(vy) + pev(va))(0)
so ev is linear. 0

Lemma. Suppose that V is f.d. then the canonical linear map ev: V. — V** is an
isomorphism.

Proof. Suppose that ev(v) = 0. Then 6(v) = ev(v)(f) = 0 for all § € V*. Thus
(v)° has dimension dim V. It follows that (v) is a space of dimension 0 so v = 0.
In particular we’ve proven that ev is injective.

To complete the proof it suffices to observe that dim V' = dim V* = dim V** so
any injective linear map V' — V** is an isomorphism. (]

Remarks.

(1) The lemma tells us more than that there is an isomorphism between V' and
V**. Tt tells us that there is a way to define such an isomorphism canonically,
that is to say without choosing bases. This means that we can, and from now
on we will identify V' and V** whenever V is f.d. In particular for v € V and
0 € V* we can write v(6) = 6(v).

(2) Although the canonical linear map is ev: V. — V** always exists it is not an
isomorphism in general if V' is not f.d.

Lemma. Suppose V and W are f.d. over ¥. After identifying V with V** and W
with W** via ev we have

(a) If U is a subspace of V then U°° =U.

(b) If a € L(V,W) then o™ = a.



LINEAR ALGEBRA 23

Proof. (a) Let w € U. Then u(f) = 0(u) = 0 for all 6 € U°. Thus u € U°°. ie
U cU°. But

dimU =dimV —dimU° =dimV* —dimU° = dim U°°.

(b) Suppose that (eq,...,ey) is a basis for V and (f1,..., fm) is a basis for W
and (e1,...,€,) and (n1,...,7n,) are the corresponding dual bases. Then if « is
represented by A with respect to (e1,...,e,) and (f1,..., fm), o™ is represented by
AT with respect to (e1,...,¢e,) and (91, ..., 7).

Since we can view (eq,...,e,) as the dual basis to (e1,...,€,) as

ei(€;) = €j(ei) = bij,
and (f1,..., fim) as the dual basis of (1,...,m,) (by a similar computation), a**
is represented by (AT)T = A. O

LECTURE 10

Proposition. Suppose V' is f.d. over ¥ and Uy,Us are subspaces of V then
(a) (U +Us)° =UyNUS and
(b) (U1NUz)° =Up+Us.
Proof. (a) Suppose that § € V*. Then 0 € (U; + Uz)° if and only if §(uy +uz) =0
for all uy € Uy and ug € Us if and only if 8(u) = 0 for all u € Uy UUs if and only if
0cUyNUS.

(b) by part (a), Uy NUz = U° NUs° = (U + U3)°. Thus

(U1NU:)° = (U7 +U3)*° =U7 + U3

as required O

4. BILINEAR Forwms (I)
Let V and W be vector spaces over F.

Definition. ¥: V x W — F is a bilinear form if it is linear in both arguments; i.e.
ifY(v,=): W >FeW*forallveVand ¢(—,w): V ->F e V* forallweW.

Ezxamples.

(0) The map V x V* = F; (v,0) — 0(v) is a bilinear form.

(1) V=R"™ ¢(z,y) = >, z;y; is a bilinear form.

(2) Suppose that A € Mat,, ,(F) then ¢: F™ x F* — F; ¢(v,w) = vT Aw is a
bilinear form.

(3) If V=W = C([0,1],R) then ¢(f, 9) = [, f(t)g(t)dt is a bilinear form.

Definition. Let (ey,...,e,) be a basis for V and (f1, ..., fm) be a basis of W and
1¥: V x W — F a bilinear form. Then the matriz A representing v with respect to

(e1,...,en) and (f1,..., fm) is given by A;; = ¥(e;s, f;).
Remark. If v=">" A\e; and w =" p; f; then

0 (Z )\iei,ZMjfg) = Zn:)\ﬂb <6i,ZMjfj> = ii&#ﬂ“%fj)
i=1

i=1 j=1
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Therefore if A is the matrix representing ¢ with respect to (eq,...,e,) and (f1,..., fm)
we have

H1
Y(v,w) = ()\1 )\n)A
Hm
and ¢ is determined by the matrix representing it.
Proposition. Suppose that (eq,...,e,) and (vi,...,v,) are two bases of V such

that v; = > p_ Prie fori=1,...,n and (f1,..., fm) and (w1, ..., wy,) are two
bases of W such that w; = > ;2 Quifi fori=1,...,m. Let p: V. x W — F be a
bilinear form represented by A with respect to (e1,...,en) and (f1,..., fm) and by

B with respect to (v1,...,v,) and (w1, ..., w,,) then
B = PTAQ.
Proof.
By = (vi, wy)

Y (Z Pyier, » Qljfl)
k=1 =1

> PuiQutb(ex, fi)

k,l

(PTAQ)y;

O

Definition. We define the rank of ¢ to be the rank of any matrix representing
1. Since r(PT AQ) = r(A) for any invertible matrices P and @ we see that this is
independent of any choices.

A Dbilinear form v gives linear maps ¥p: V. — W* and ¢¥gr: W — V* by the
formulae

YL (v)(w) = Y(v,w) = Pr(w)(v)
forveVand we W.

Ezercise. If ¢p: V x V*; 4¢(v,0) = 0(v) then ¢r: V. — V** sends v to ev(v) and
Yr: V* — V* is the identity map.

Lemma. Let (e1,...,¢,) be the dual basis to (e1,...,e,) and (N1,...,0m) be the
dual basis to (f1,..., fm). Then A represents ¥ with respect to (f1,..., fm) and
(€1,...,€m) and AT represents 11, with respect to (e1,...,en) and (M1, .., 7m)-

Proof. We can compute r,(e;)(f;) = ¥(e;, fj) = Asj and so ¥r(e;) = E;nzl A]»ij
and Vg (f;)(e:) = b(es, fj) = Aij and so Pr(f;) = 3211, Aijes. O
Definition. We call ker vy, the left kernel of ¢ and ker ¥ the right kernel of .

Note that
kerypp, = {v eV | ¢(v,w) =0 for all w € W}
and
keryp = {w e W | ¢(v,w) =0 for all v € V'}.
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More generally, if T C V' we write

T+ ={weW|y(t,w)=0foralltecT}
and if U C W we write

LU ={veV|ypw,u)=0foraluecU}.

Definition. We say a bilinear form ¥: V x W — F is non-degenerate if ker =
0 = keriyr. Otherwise we say that 1 is degenerate.

Lemma. Let V and W be f.d. wvector spaces over F with bases (e1,...,e,) and
(fi,--, fm) and let : W x V — F be a bilinear form represented by the matriz A
with respect to those bases. Then 1 is non-degenerate if and only if the matriz A
is invertible. In particular, if ¥ non-degenerate then dimV = dim W.

Proof. The condition that i is non-degenerate is equivalent to kerv, = 0 and
ker ¢p = 0 which is in turn equivalent to n(A) = 0 = n(AT). This last is equivalent
to r(A) = dimV and r(AT) = dim W. Since row-rank and column-rank agree we
can see that this final statement is equivalent to A being invertible as required. [

It follows that, when V and W are f.d., defining a non-degenerate bilinear form
Y: V x W — F is equivalent to defining an isomorphism ¢ : V — W* (or equiva-
lently an isomorphism ¥g: W — V*).

LECTURE 11

5. DETERMINANTS OF MATRICES

Recall that S, is the group of permutations of the set {1,...,n}. Moreover we
can define a group homomorphism e: S,, — {£1} such that e(c) = 1 whenever o
is a product of an even number of transpositions and ¢(o0) = —1 whenever o is a

product of an odd number of transpositions.
Definition. If A € Mat,,(F) then the determinant of A

det A := Z (o) (H Aw(i)> .

oSy
Example. If n =2 then det A = A11A22 — A12A21.

Lemma. det A = det AT
Proof.

det AT = Z 6(0’) ﬁ Aa(i)i
i=1

ogeS,

= Z E(J)HAia—l(i)
oES, i=1

— Z 6(’7'_1) H A“—(l)
TES, =1

= detA
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Lemma. Let A € Mat,(F) be upper triangular ie
aq * *

A= 0 . x

then det A =] a;.
Proof.

det A = Z 6(0‘) ﬁAza(z)
i=1

€Sy
Now A,y = 0if i > o(i). So [\, Aipiy = 0 unless i < (i) foralli =1,...,n.
Since ¢ is a permutation H?:l Aig(iy is only non-zero when o = id. The result

follows immediately. O
Definition. A volume form d on F" is a function F* x F" x .- x F* — F;
(v1,...,0n) — d(v1,...,v,) such that
(i) d is multi-linear i.e. for each 1 < i < n, and vy,...,0;_1,Vit1,--.,05 €V
d(’Ul, ey Vi1, Vigdy e - ,Un) S (Fn)*
(ii) dis alternating i.e. whenever v; = v; for some i # j then d(vq,...,v,) = 0.

One may view a matrix A € Mat,,(F) as an n-tuple of elements of F™ given by
its columns A = (AM ... AM)) with AM .. A ¢ F,

Lemma. det: F* x ---F* —» F; (AM, ..., AM™) s det A is a volume form.

Proof. To see that det is multilinear it suffices to see that []}_, Ao iy is multilinear
for each o € S,, since a sum of (multi)-linear functions is (multi)-linear. Since one
term from each column appears in each such product this is easy to see.

Suppose now that A = AW for some k # I. Let 7 be the transposition (kl).

Then a;; = a;,(;) for every 4,7 in {1,...,n}. We can write S, is a disjoint union of
cosets A, [[TAx.
Then
Z Haw(i) = Z Hairo(i) = Z Haia(i)
oEA, oEA, cETA,
Thus det A = LHS — RHS = 0. O

We continue thinking about volume forms.
Lemma. Let d be a volume form. Swapping two entries changes the sign. i.e.
d(vi, .., U, U) = —d(U1, U, Uiy, Un).

Proof. Consider d(v1,...,v;+vj,...,v;+vj,...,v,) = 0. Expanding the left-hand-
side using linearity of the ith and jth coordinates we obtain

d(v1, .. Ve Ve, ) F AV, Vi Vg U )
d(vi, .. 05, U U,) (0,0, 0, 0,) = 0L

Since the first and last terms on the left are zero, the statement follows immediately.
O

Corollary. If o € S, then d(vVo(1); -+, Vo(n)) = €(0)d(v1, ..., vp). |
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Theorem. Let d be a volume form on F". Let A be a matriz with ith column
AW € F™. Then

cl(A(l)7 ... ,A(")) =det A-d(ey,...,epn).
In order words det is the unique volume form d such that d(eq, ..., e,) = 1.

Proof. We compute
d(AM, LAY = d(Y T Ane, AP, AM)
i=1
= ) And(e;, AP, ... AM)

= Z ApAjppd(es, e, ..., A™)

4,J
n
= E H Aijj d(eil geeey ein)
1,ee0in \J=1

But d(e;,,...,e;,) = 0 unless 41,...,4, are distinct. That is unless there is some
o € Sy, such that i; = o(j). Thus

n
d(AM, LAY = 3T Aoy | dleoqys - - o)

o€Sy, \J=1

But d(eg(1); -+, €om) = €(a)d(e1, ..., e,) so we're done. O

Remark. We can interpret this as saying that for every matrix A,
d(Aey,...,Aey) =det A-d(eq,...,en).

The same proof gives d(Avy, ..., Av,) =det A-d(vy,...,v,) forall vy, ..., v, € F™.
We can view this result as the motivation for the formula defining the determinant;

det A is the unique way to define the ‘volume scaling factor’ of the linear map given
by A.

Theorem. Let A, B € Mat,(F). Then det(AB) = det Adet B.

Proof. Let d be a non-zero volume form on F”, for example det. Then we can
compute

d(ABey,...,ABe,) = det(AB) - d(ey, ..., en)
by the last theorem. But we can also compute

d(ABey,...,ABe,) =det A-d(Bey....,Be,) =det Adet B - d(eq,...,e,)

by the remark extending the last theorem. Thus as d(ey,...,e,) # 0 we can see
that det(AB) = det Adet B O
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LECTURE 12
Corollary. If A is invertible then det A # 0 and det(A™!) = 1.

Proof. We can compute
1 =detl, =det(AA™) = det Adet A=
Thus det A1 = det + as required. O

Theorem. Let A € Mat,,(F). The following statements are equivalent:
(a) A is invertible;

(b) det A #0;

(c) r(A) = n.

Proof. We’ve seen that (a) implies (b) above.

Suppose that r(A) < n. Then by the rank-nullity theorem n(A) > 0 and so
there is some A € F™\0 such that AX = 0 i.e. there is a linear relation between the
columns of A; 31" | \;A® = 0 for some \; € F not all zero.

Suppose that A\ # 0 and let B be the matrix with ith column e; for i # k and
kth column A. Then AB has kth column 0. Thus det AB = 0. But we can compute
det AB = det Adet B = A\ det A. Since A\ # 0, det A = 0. Thus (b) implies (c).

Finally (c) implies (a) by the rank-nullity theorem: r(A) = n implies n(A4) = 0
and the linear map corresponding to A is bijective as required. O

Notation. Let Z; denote the submatrix of A obtained by deleting the ith row
and the jth column.

Lemma. Let A € Mat,(F). Then
(a) (expanding determinant along the jth column) det A = Y7 | (—1)"t A5 de/t\/;;
(b) (ezpanding determinant along the ith row) det A = 377 (=1)"*7 A;; det Ay;.

Proof. Since det A = det AT it suffices to verify (a).

Now
det A = det(AD, ... AM)
= det(A(l),...,ZAijei,...,A("))
%
= ZAijdet(A(1)7...762',...,A(n))
= ZAlj(fl)erj det B
where

(45 0
B—<* 1).

Finally for o € S,,, [T, Bis(;) = 0 unless o(n) = n and we see easily that det B =
det ZZ as required. (Il
Definition. Let A € Mat,(F). The adjugate matriz adj A is the element of
Mat,, (F) such that

(adJ A)U = (71)i+j det Aﬂ
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Theorem. Let A € Mat,,(F). Then
(adj A)A = A(adj A) = (det A)L,.
Thus if det A # 0 then A= = ﬁadj A

Proof. We compute

(adjA)A)e = > (adjA);dn
i=1
= Y (~1)* det Ay Ay

i=1

The right-hand-side is det A if &k = j. If k¥ # j then the right-hand-side is the
determinant of the matrix obtained by replacing the jth column of A by the kth
column. Since the resulting matrix has two identical columns ((adj A)A);x = 0 in
this case. Therefoe (adj A)A = (det A)I,, as required.

We can now obtain AadjA = (det A)I, either by using a similar argument
using the rows or by considering the transpose of Aadj A. The final part follows
immediately. (I

Remark. Note that the entries of the adjugate matrix are all given by polynomials
in the entries of A. Since the determinant is also a polynomial, it follows that the
entries of the inverse of an invertible square matrix are given by a rational function
(i.e. a ratio of two polynomial functions) in the entries of A. Whilst this is a very
useful fact from a theoretical point of view, computationally there are better ways
of computing the determinant and inverse of a matrix than using these formulae.

We'll complete this section on determinants of matrices with a couple of results
about block triangular matrices.

Lemma. Let A and B be square matrices. Then

det (6‘ g) — det(A) det(B).

Proof. Suppose A € Maty(F) and B € Mat;(F) and k+ 1 = n so C € Maty (F).

Define
A C
(o )

det X = > ¢(0) (H Xw(i)> .

oES,

then

Since X;; = 0 whenever ¢ > k and j < k the terms with o such that o(i) < k for
some i > k are all zero. So we may restrict the sum to those o such that o(i) > k
for i > k i.e. those o that restrict to a permutation of {1,...,k}. We may factorise
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these o as 0 = 0109 with o1 € Sk and oy a permuation of {k+ 1,...,n}. Thus
k l
det X = Z 26(0'10'2) (H Xizn(i)) H Xj+k702(j+k)
o1 g2 =1 jil
k l
= (Z €(o1) <HAw1(i)>> Z e(o2) HBjoz(j)
o1ESk i=1 02ES); Jj=1
= detAdetB
O
Corollary.
A % * &
det | 9 -, 4 | = HdetAi O

0 0 A i=1
Warning: it is not true in general that if A, B,C, D € Mat,,(F) and M is the
element of Mats, (F) given by
A B
u=(c )

then det M = det Adet D — det Bdet C.

LECTURE 13
6. ENDOMORPHISMS
6.1. Invariants.

Definition. Suppose that V is a finite dimensional vector space over F. An endo-
morphism of V' is a linear map a: V — V. We’ll write End(V') denote the vector
space of endomorphisms of V' and ¢ to denote the identity endomorphism of V.

When considering endomorphisms as matrices it is usual to choose the same
basis for V for both the domain and the range.

Lemma. Suppose that (e1,...,e,) and (f1,..., fn) are bases for V such that f; =
> Prier. Let a € End(V), A be the matriz representing « with respect to (eq, ..., ey)
and B the matriz representing o with respect to (f1,...,fn). Then B = P7'AP.

Proof. This is a special case of the change of basis formula for all linear maps
between f.d. vector spaces. O

Definition. We say matrices A and B are similar (or conjugate) if B = P~AP
for some invertible matrix P.

Recall GL,(F) denotes all the invertible matrices in Mat,,(F). Then GL, (F)
acts on Mat,, (F) by conjugation and two such matrices are similar precisely if they
lie in the same orbit. Thus similarity is an equivalence relation.

An important problem is to classify elements of Mat, (F) up to similarity (ie
classify GL,, (F)-orbits). It will help us to find basis independent invariants of the
corresponding endomorphisms. For example we’ll see that given @ € End(V') the
rank, trace, determinant, characteristic polynomial and eigenvalues of « are all
basis-independent.
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Recall that the trace of A € Mat,,(F) is defined by tr A = >_ A;; € F.

Lemma.

(a) If A € Mat,, ,,(F) and B € Mat,, ,(F) then tr AB = tr BA.
(b) If A and B are similar then tr A = tr B.
(c) If A and B are similar then det A = det B.

Proof. (a)
i=1 \j=1

e
=1

j=1
= trBA

tr AB

m

a2

If B= P~ 'AP then,
(b) tr B =tr(P7'A)P =tr P(P~1A) = tr A.
(c) det B = det P~ det Adet P = -1 det Adet P = det A. O

det P

Definition. Let o € End(V), (e1,...,e,) be a basis for V and A the matrix
representing « with respect to (ej,...,e,). Then the trace of o written tro is
defined to be the trace of A and the determinant of o written det « is defined to
be the determinant of A.

We’ve proven that the trace and determinant of a do not depend on the choice
of basis (e1,...,en).

Definition. Let a € End(V).

(a) A € F is an eigenvalue of « if there is v € V\0 such that av = Av.

(b) v € V is an eigenvector for a if a(v) = Av for some A € F.

(¢) When X € F, the A-eigenspace of «, written E,(A\) or simply E(A) is the set of
A-eigenvectors of a; i.e. E(A\) = ker(a — Au).

(d) The characteristic polynomial of « is defined by

Xa(t) = det(te — a).
Remarks.

(1) xa(t) is a monic polynomial in ¢ of degree dim V.

(2) X € F is an eigenvalue of « if and only if ker(aw — A¢) # 0 if and only if A is a
root of xq(t).

(3) If A € Mat,(F) we can define x4(t) = det(¢tI, — A). Then similar matrices
have the same characteristic polynomials.

Lemma. Let o € End(V) and Aq,..., \; be the distinct eigenvalues of . Then
E(M\) 4+ -+ E(M\) is a direct sum of the E()\;).

Proof. Suppose that Zle T = Zle y; with z;,y; € E()\;). Consider the linear
maps

ﬁj = H(Oé — )\ZL)

i#]



32 SIMON WADSLEY

Then
k k
8O m) = Y Biw)
i=1 i=1
k
= > [ [I(e=ro)()
i=1 \r#j
k
= Z H(Ai — Ar);
i=1 \r#j
= H()\J — )\r)xz
ri
Similarly, 5]’(2?:1 Yi) = I1,.;(A; — Ar)ys. Thus since [],;(Aj — Ar) # 0, z; = y;
and the expression is unique. O

Note that the proof of this lemma show that any set of non-zero eigenvectors
with distinct eigenvalues is LI.

Definition. « € End(V) is diagonalisable if there is a basis for V' such that the
corresponding matrix is diagonal.

Theorem. Let o € End(V). Let A1,..., A\, be the distinct eigenvalues of a. Write
E; = E(\;). Then the following are equivalent

(a) « is diagonalisable;

(b) V has a basis consisting of eigenvectors of o;

(c) V= @i?:lEi;

(d) > dimE; = dimV.

Proof. Suppose that (eq,...,e,) is a basis for V and A is the matrix representing
o with respect to this basis. Then a(e;) = > Aj;e;. Thus A is diagonal if and only
if each e; is an eigenvector for «. i.e. (a) and (b) are equivalent.

Now (b) is equivalent to V = 3" E; and we've proven that > E; = @F | E; so
(b) and (c) are equivalent.

The equivalence of (¢) and (d) is a basic fact about direct sums that follows from
Example Sheet 1 Q10. O

LECTURE 14

6.2. Minimal polynomials.

6.2.1. An aside on polynomials.
Definition. A polynomial over F is something of the form
f(t) = amt™ + -+ art +ag

for some m > 0 and ayg,...,a, € F. The largest n such that a, # 0 is the degree
of f written deg f. Thus deg0 = —c0.
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It is straightforward to show that

deg(f + g) < max(deg f,deg g)
and
deg fg = deg f + degg.
Notation. We write F[t] := {polynomials with coefficients in F}.

Note that a polynomial over F defines a function F — F but we don’t identify
the polynomial with this function. For example if F = Z/pZ then tP # t even
though they define the same function on F. If you are restricting F to be just R
or C this point is not important.

Lemma (Polynomial division). Given f,g € F[t], g # 0 there exist g,r € F[t] such
that f(t) = q(t)g(t) + r(t) and degr < degg.

Lemma. If A € F is a root of a polynomial f(t), i.e. f(\) = 0, then f(t) =
(t — Ng(t) for some g(t) € F[t].

Proof. There are q,r € F[t] such that f(t) = (t — A)q(t) + r(¢) with degr < 1. But
degr < 1 means r(t) = rg some 9 € F. But then 0 = f(A\) = (A—=X)g(A) +ro = 7o.
So rg = 0 and we’re done. O

Definition. If f € F[t] and A € F is a root of f we say that A is a root of
multiplicity k if (t — \)* is a factor of f(¢) but (t — A\)**! is not a factor of f. i.e.
if £(t) = (t — \)*g(¢) for some g(t) € F[t] with g()\) # 0.

We can use the last lemma and induction to show that every f(¢) can be written
as
£ =TJ—x)"g(t)

i=1
with r >0, ay,...,a, 2 1, A1,..., A\ € F and ¢(¢) € F[t] with no roots in F.

Lemma. A polynomial f € F[t] of degree n > 0 has at most n roots counted with
multiplicity.

Corollary. Suppose f,g € F[t] have degrees less than n and f(N\;) = g(\;) for
A, ...y Ay € F distinct. Then f =g.

Proof. Consider f — g which has degree less than n but at least n roots, namely
A,y Ap. Thus deg(f —g) = —oc and so f = g. O

Theorem (Fundamental Theorem of Algebra). Every polynomial f € Clt] of degree
at least 1 has a root in C.

It follows that f € CJt] has precisely n roots in C counted with multiplicity.
It also follows that every f € RJ[t] can be written as a product of its linear and
quadratic factors.
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6.2.2. Minimal polynomials.
Notation. Given f(t) = >1" a;t' € F[t], A € Mat,,(F) and a € End(V) we write

f(A) = Z a; A’
i=0

and

Here A° = I,, and o = .

Theorem. Suppose that o € End(V'). Then « is diagonalisable if and only if there
is a non-zero polynomial p(t) € F[t] that can be expressed as a product of distinct
linear factors such that p(a) = 0.

Proof. Suppose that « is diagonalisable and Aq,..., A\ € F are the distinct eigen-
values of a. Thus if v is an eigenvector for « then a(v) = A\;v for some i =1,... k.

k
Let p(t) = ITj=i (¢ = 2y)
Since o is diagonalisable, V' = @le E(X;) and each v € V can be written as
v =>v; with v; € E()\;). Then

k k
pla)(v) =Y pla)(wi) = Y [T = Aj)vi =0.
i=1 i=1 j=1
Thus p(a)(v) =0 for all v € V and so p(a) = 0 € End(V).
Conversely, if p(a) = 0 for p(t) = Hle(t — \;) for Ay, ..., A\ € F distinct (note
that without loss of generality we may assume that p is monic). We will show that

V= @le E(X;). Since the sum of eigenspaces is always direct it suffices to show
that every element v € V' can be written as a sum of eigenvectors.
Let

for j =1,...,k. Thus ¢;(\;) = &;;.

Now ¢(t) = 25:1 g;(t) € F[t] has degree at most k — 1 and g();) = 1 for each
i=1,...,k. It follows that ¢(t) = 1.

Let mj: V — V be defined by m; = ¢;(«). Then ) m; = g(a) = ¢.

Let v € V. Then v = 1(v) = > 7j(v). But

1
(@ = Ajt)gj(a) = mp(@)v =0.

Thus 7;(v) € ker(a — Ajt) = E();) and we're done. O

Remark. In the above proof, if v € E(\;) then 7;(v) = g;(A;)v = d;;v. So 7 is a
projection onto E(\;) along @i, E(\;).
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LECTURE 15

Definition. The minimal polynomial of a € End(V) is the non-zero monic poly-
nomial mq(t) of least degree such that mq(a) = 0.

Note that if dimV = n < oo then dimEnd(V) = n?, so ,a,a?,.. .,a”2 are
linearly dependent since there are n? + 1 of them. Thus there is some non-trivial
linear equation Z:'io a;a’ = 0. i.e. there is a non-zero polynomial p(t) of degree at
most n? such that p(a) = 0.

Note also that if A represents « with respect to some basis then p(A) represents
p(e) with respect to the same basis for any polynomial p(t) € F[t]. Thus if we define
the minimal polynomial of A in a similar fashion then m(t) = mq(¢) i.e. minimal
polynomial can be viewed as an invariant on square matrices that is constant on
GL,,-orbits.

Lemma. Let o € End(V), p € F[t] then p(a) = 0 if and only if ma(t) is a factor
of p(t). In particular mq(t) is well-defined.

Proof. We can find ¢q,r € F[t] such that p(t) = q(t)m(t)+r(t) with degr < degm,,.
Then p(a) = q(a)mq(a) + r(a) = 0+ r(a). Thus p(a) = 0 if and only if r(«) = 0.
But the minimality of the degree of m, means that r(«) = 0 if and only if r = 0 ie
if and only if m,, is a factor of p.

Now if mq, mo are both minimal polynomials for o then m; divides mo and msy
divides m; so as both are monic my = m;. O

Example. If V = F? then

1 0 1 1
A_(O 1) andB—(O 1)

both satisfy the polynomial (t—1)2. Thus their minimal polynomials must be either
(t—1) or (t—1)2. One can see that m4(t) =t —1 but mp(t) = (t —1)? so minimal
polynomials distinguish these two similarity classes.

Theorem (Diagonalisability Theorem). Let o € End(V) then « is diagonalisable
if and only if my(t) is a product of distinct linear factors.

Proof. If « is diagonalisable there is some polynomial p(¢) that is a product of
distinct linear factors such that p(a)) = 0 then m,, divides p(t) so must be a product
of distinct linear factors. The converse is already proven. O

Theorem. Let o, € End(V) be diagonalisable. Then «,f are simultaneously
diagonalisable (i.e. there is a single basis with respect to which the matrices repre-
senting « and 8 are both diagonal) if and only if o and 8 commute.

Proof. Certainly if there is a basis (e1,...,e,) such that @ and § are represented
by diagonal matrices, A and B respectively, then o and 8 commute since A and B
commute and af is represented by AB and Sa by BA.

For the converse, suppose that a and 8 commute. Let Aq1,...,A; denote the
distinct eigenvalues of « and let E; = E,()\;) for @ = 1,...,k. Then as « is
diagonalisable we know that V = @le E;.

We claim that 5(E;) C E; for each i = 1,..., k. To see this, suppose that v € E;
for some such i. Then

aB(v) = Ba(v) = B(Aiv) = XiB(v)
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and so S(v) € E; as claimed. Thus we can view |z, as an endomorphism of E;.
Now since 5 is diagonalisable, the minimal polynomial mg of 5 has distinct linear
factors. But mg(B8|g,) = mg(B)|e, = 0. Thus f|g, is diagonalisable for each E;
and we can find B; a basis of E; consisting of eigenvectors of 5. Then B = Ule B;
is a basis for V. Moreover «a and [ are both diagonal with respect to this basis. O

6.3. The Cayley-Hamilton Theorem. Recall that the characteristic polynomial
of an endomorphism « € End(V) is defined by x.(t) = det(tt — ).

Theorem (Cayley—Hamilton Theorem). Suppose that V is a f.d. wvector space
over F and o € End(V'). Then xqo(a) = 0. In particular m,, divides xo (and so
degm, < dimV).

Remarks.

(1) Tt is tempting to substitute ‘t = A’ into xa(t) = det(tl, — A) but it is not

possible to make sense of this.
(2) If p(t) € F[t] and

A 0 0
0 0 X\,
is diagonal then
p(a) 00
p(A)=1| o .0
0 0 p()

So as xa(t) = [T, (t — \;) we see xa(A) = 0. So Cayley-Hamilton is obvious
when « is diagonalisable.

Definition. « € End(V) is triangulable if there is a basis for V' such that the
corresponding matrix is upper triangular.

Lemma. An endomorphism « is triangulable if and only if xo(t) can be written as
a product of linear factors. In particular if B = C then every matrix is triangulable.

Proof. Suppose that « is triangulable and is represented by

with respect to some basis. Then

Xa (t)

I
o
@D
-+
=
3
I
o
*

= JI¢t—a.

Thus x, is a product of linear factors.

We’ll prove the converse by induction on n = dimV. If n = 1 every matrix
is triangulable. Suppose that n > 1 and the result holds for all endomorphisms
of spaces of smaller dimension. By hypothesis x,(t) has a root A € F. Let U =
E(X) # 0. Let W be a vector space complement for U in V. Let ug,...,u, be
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a basis for U and w,41,...,w, a basis for W so that ui,...,u,, Wry1,...,w, is a
basis for V. Then « is represented by a matrix of the form

Al
0 B/J
Moreover because this matrix is block triangular we know that
Xa(t) = xar, (t)xB(1)-
Thus as x, is a product of linear factors y g must be also. Let 8 be the linear map
W — W defined by B. (Warning: f is not just a|w in general. However it is
true that (8 — a)(w) € U for all w € W.) Since dimW < dim V' there is another
basis v,41, ..., v, for W such that the matrix C' representing 3 is upper-triangular.
Since for each j = 1,...,n — 7, a(vjy,) = uj + > 77 Crjvpy, for some ) € U,
the matrix representing « with respect to the basis uq, ..., %y, vyy1,. .., v, is of the

form
M, *
0o C

which is upper triangular. 0

LECTURE 16
Recall the following lemma.

Lemma. IfV is a finite dimensional vector space over C then every o € End(V)
is triangulable.

FEzxzample. The real matrix
cosf sinf
—sinf cosf

is not similar to an upper triangular matrix over R for 6 & 7Z since its eigenvalues
are e ¢ R. Of course it is similar to a diagonal matrix over C.

Theorem (Cayley—Hamilton Theorem). Suppose that V is a f.d. wector space
over F and o € End(V). Then xo(a) = 0. In particular my, divides xo (and so
degm, < dimV).

Proof of Cayley—Hamilton when F = C. Since F = C we’ve seen that there is a
basis (e1,...,e,) for V such that « is represented by an upper triangular matrix
Al * *
A=10 . &
0 0 X

Then we can compute xq(¢) = [T, (t — X\;). Let V; = (e1,...,¢;) for j=0,...,n
so we have
0=VcWic---CV,.1CV,=V

with dim V; = j. Since a(e;) = Y p_; Apier = 22:1 Ap;ex, we see that
a(V;) C Vj for each j =0,...,n.
Moreover (a — Ajt)(ej) = Zi;ll Apjep so
(= X;e)(V;) C Vj_q foreach j =1,...,n.
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Thus we see inductively that [} (e — Ait)(V,,) C Vj—1. In particular

[[e=xv(v)cv=o.
i=1

Thus xq () = 0 as claimed. O

Remark. Tt is straightforward to extend this to the case F = R: since R C C, if
A € Mat,,(R) then we can view A as an element of Mat,, (C) to see that x4(4) = 0.
But then if @ € End(V) for any vector space V over R we can take A to be the
matrix representing « over some basis. Then x,(a) = xa(a) is represented by
xA(A) and so it zero.

Second proof of Cayley—Hamilton. Let A € Mat,,(F) and let B =tI,, — A. We can
compute that adj B is an n x n-matrix with entries elements of F[t] of degree at
most n — 1. So we can write

adj B = B,_1t"" ' 4+ B,,_ot" 2+ ...+ Bit + By
with each B; € Mat,,(F). Now we know that Badj B = (det B)I,, = xa(t)I,. ie
(tI, — A) (B 1t" '+ By ot" 2 4 - 4 Byt + By) = (t" + ap_1t" " 4 +ao)l,

where xa(t) = t" + a,,_1t"* + - - - ag. Comparing coefficients in t* for k = n,...,0
we see
B, 1-0 = I,
Bn_o— Aanl = ap—1ly
Bn—B - ABn—Q = an—QIn
0— ABO = aoln
Thus
A"B,_1—0 = A"
Anian_Q — Aan_l = an_lAnil
An_QBn_g _ An—an_Q — an_2An—2
0— ABO = aojn
Summing we get 0 = x4(A) as required. O

Lemma. Let o € End(V), A € F. Then the following are equivalent
(a) X is an eigenvalue of «;

(b) X is a root of xa(t);

(c) X is a root of m(t).

Proof. We see the equivalence of (a) and (b) in section 6.1
Suppose that A is an eigenvalue of «. There is some v € V non-zero such that
av = M. Then for any polynomial p € F[t], p(a)v = p(A)v so

0 =mqa(@)v = mag(N)(v).
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Since v # 0 it follows that m,(A) = 0. Thus (a) implies (c).

Since mq(t) is a factor of x,(t) by the Cayley—Hamilton Theorem, we see that
(c) implies (b).

Alternatively, we could prove (c) implies (a) directly: suppose that mq(A\) = 0.
Then mq(t) = (t — A)g(¢t) for some g € F[t]. Since degg < degm, g(a) # 0.
Thus there is some v € V such that g(a)(v) # 0. But then (a — i) (g(a)(v)) =
ma(a)(v) = 0. So g(a)(v) # 0 is a A-eigenvector of « and so A is an eigenvalue of
o. (]

Example. What is the minimal polynomial of

1 0 -2
A=10 1 1 |7
0 0 2

We can compute ya(t) = (t —1)2(t — 2). So by Cayley—Hamilton m,(t) is a factor
of (t —1)2(t — 2). Moreover by the lemma it must be a multiple of (¢t — 1)(¢t — 2).
So m 4 is one of (t — 1)(t — 2) and (t — 1)%(t — 2).

We can compute

00 —2\ /-1 0 -2
A-I)A-2)=[0 0 1 0 -1 1|=o.
00 1 0 0 0

Thus ma(t) = (¢t — 1)(t — 2). Since this has distict roots, A is diagonalisable.
6.4. Multiplicities of eigenvalues and Jordan Normal Form.

Definition (Multiplicity of eigenvalues). Suppose that « € End(V') and A is an
eigenvalue of «:

(a) the algebraic multiplicity of X is
ay := the multiplicity of A as a root of x(¢);
(b) the geometric multiplicity of A is
gy = dim E, (\);
(c¢) another useful number is

¢y := the multiplicity of A as a root of m(t).

Ezxzamples.
Al 0
(1) fA= A € Mat, (F) then gy = 1 and a) = ¢y = n.
"
0 A

(2) If A= Al then gy =a) =n and ¢ = 1.

Lemma. Let o € End(V) and A € F an eigenvalue of o. Then

(a) 1 < gx<ayand
(b) 1< ey < ap.
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Proof. (a) By definition if A is an eigenvalue of a then E,(A) # 0 so g\ > 1.
Suppose that vq ..., v, is a basis for E()\) and extend it to a basis v1,. .., v, for V.
Then « is represented by a matrix of the form

My *
0 B)°
Thus xa(t) = xar, (O)xB(t) = (t = A)xB(t). So ax =g =gx.

(b) We've seen that if A is an eigenvalue of a then « is a root of m4 (t) so ¢y > 1.
Cayley—Hamilton says m(t) divides x4 (t) so ¢y < ay. O

Lemma. Suppose that F = C and o € End(V'). Then the following are equivalent:

(a) « is diagonalisable;
(b) ax = gx for all eigenvalues A\ of «;
(¢) cx =1 for all eigenvalues \ of a.
Proof. To see that (a) is equivalent to (b) suppose that the distict eigenvalues of «
are Ay, ..., A\x. Then « is diagonalisable if and only if dimV = Zle dim E(\;) =
Zle g, But g < ay for each eigenvalue \ and Zle ay, = degx, = dimV
by the Fundamental Theorem of Algebra. Thus « is diagonalisable if and only if
gx, =ay, foreachi=1,... k.

Since by the Fundamental Theorem of Algebra for any such «, m(t) may be
written as a product of linear factors, « is diagonalisable if and only if these factors
are distinct. This is equivalent to ¢y = 1 for every eigenvalue \ of a. ([

Definition. We say that a matrix A € Mat,,(C) is in Jordan Normal Form (JNF)
if it is a block diagonal matrix

Jnl (/\1) 0 0
0 Jn,(A2) 0 0
A=
0 0 T 0
0 0 0 Jn, (M)

where k > 1, ny,...,n, € N such that Zleni =mn and A,...,A\r € C (not
necessarily distinct) and J,,(A) € Mat,, (C) has the form

A1 0 O
0
1
A
We call the J,,(\) Jordan blocks

Note Jn(A) = AL, + J,(0).

LECTURE 17

Theorem (Jordan Normal Form). Every matrix A € Mat, (C) is similar to a
matriz in JNF. Moreover this matriz in JNF is uniquely determined by A up to
reordering the Jordan blocks.
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Remarks.

(1) Of course, we can rephrase this as whenever « is an endomorphism of a f.d.
C-vector space V, there is a basis of V' such that « is represented by a matrix
in JNF. Moreover, this matrix is uniquely determined by « up to reordering
the Jordan blocks.

(2) Two matrices in JNF that differ only in the ordering of the blocks are similar.
A corresponding basis change arises as a reordering of the basis vectors.

Ezamples.

1) Every 2 x 2 matrix in JNF is of the form A0 with A # p or A0
0 u 0 A

or Al
0 A
A\)? respectively. The characteristic polynomials are (t — \)(t — ), (t — \)?
and (t — A\)? respectively. Thus we see that the JNF is determined by the
minimal polynomial of the matrix in this case (but not by just the characteristic
polynomial).
(2) Suppose now that Aj, A2 and Az are distinct complex numbers. Then every
3 x 3 matrix in JNF is one of six forms

). The minimal polynomials are (t — A)(t — p), (¢ — A) and (¢t —

A 0 0 A0 0 A 0 0

0 X 0,10 X 0,0 Xx 1

0 0 X3 0 0 X 0 0 X
A 000 A0 0 A1 0
0 /\1 0 5 0 )\1 1 and 0 /\1 1
0 0 X\ 0 0 X 0 0 X\

The minimal polynomials are (£ — \1)(t — A2)(t — A3z), (£ — A1)t — A2), (¢t —
M)t —Xa2)2, (t— A1), (t—A1)? and (t — A\1)? respectively. The characteristic
polynomials are (t—A1)(t—Xa2)(t=A3), (t=A1)(t—A2)%, (t—A1)(t—X2)?, (t—)\1)3,
(t—A1)% and (t— ;)3 respectively. So in this case the minimal polynomial does
not determine the JNF by itself (when the minimal polynomial is of the form
(t—A1)(t — A2) the JNF must be diagonal but it cannot be determined whether
A1 or Ay occurs twice on the diagonal) but the minimal and characteristic
polynomials together do determine the JNF. In general even these two bits of
data together don’t suffice to determine everything.

We recall that

A1 0 O
Tn(\) = 0O x - 0
00 .1
00 0 A

Thus if (e, . .., ey,) is the standard basis for C" we can compute (J,,(A\)—Al,)e; =0
and (J,,(A) — A,)e; = e;_q for 1 < i < n. Thus (J,(A) — A,)* maps eq,...,ex to
0 and egy; to e; for 1 < j <n— k. That is

(Jn(N) = ML)k = (8 I"O’“> for k <n

and (J,(\) — AL,)* =0 for k > n.
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Thus if A = J,()) is a single Jordan block, then x 4(t) = ma(t) = (t — )™, so A
is the only eigenvalue of A. Moreover dim F(\) = 1. Thus ay = ¢y =n and gy = 1.
Now if A be a block diagonal square matrix; ie

A 0 0 0
0 A O 0
0 0 " 0
0 0 0 A

A:

then x4(t) = Hle X4, (t). Moreover, if p € F[t] then
p(4) 0 0 0
0

0 p(42) 0
p(4) = :
0 0 . 0
0 0 0 p(Ax)
so m4(t) is the lowest common multiple of ma, (t),...,ma, (t).

We also have n(p(A)) = Zle n(p(A;)) for any p € F[t].

In general ay is the sum of the sizes of the blocks with eigenvalue A which is
the same as the number of As on the diagonal. g, is the number of blocks with
eigenvalue A and c) is the size of the largest block with eigenvalue A.

Theorem. If a € End(V) and A in JNF represents o with respect to some basis
then the number of Jordan blocks J,(\) of A with eigenvalue X and sizen =1 > 1
is given by

[{Jordan blocks J,(X) in A withn > k}| =n ((a — )\L)k) —n((a— )\L)kfl)

Proof. We work blockwise with

We can compute that
n ((Jm(A) = A»)") = min(m, k)
and
n ((Jm(u) — )\Im)k) =0

when p # .
Adding up for each block we get for k > 1
n

n((a—)\b)k)—n((oz—/\L)k_l) = ((A—)\I)k)— ((A—)\I)k_l)

k
= Z min(k,n;) — min(k — 1, n;)
:_1
{I<i<k|N=\n; >k}
= |{J0rdan blocks Jp(A) in A with n > k}|
as required. O

Because these nullities are basis-invariant, it follows that if it exists then the
Jordan normal form representing « is unique up to reordering the blocks as claimed.
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Theorem (Generalised eigenspace decompostion). Let V' be a f.d. C-vector space
and a € End(V). Suppose that

ma(t) = —A) - (t = M)
with A1, ..., A\, distinct. Then
V=VieVad oV
where V; = ker((a—X\;1)%) is an a-invariant subspace (called a generalised eigenspace).

Note that in the case ¢; = co = --- = ¢, = 1 we recover the diagonalisability
theorem.

Sketch of proof. Let p;(t) = Hl;éj (t—X;)¢. Then py, ..., px have no common factor
i.e. they are coprime. Thus by l]itllclid’s algorithm we can find ¢, ..., gx € CJ[t] such
that Zle q;pi = 1.

Let m; = ¢;(a)p;(a) for j = 1,...,k. Then 25:1 m; = t. Since my(a) = 0,
(= Aj)%m; =0, thus Im7; C V.

Suppose that v € V' then

k
v=1(v) = ij(v) € ZVJ
j=1

Thus V =3"Vj.

But mm; = 0 for ¢ # j and so m; = m—(Z?Zl m;) = w? for 1 < i < k. Thus
milv, = wy; and if v = Y v; with v; € V; then v; = m;(v). So V. = @V as
claimed. g

LECTURE 18

Using the generalised eigenspace decomposition theorem we can, by considering
the action of « on its generalised eigenspaces separately, reduce the proof of the
existence of Jordan normal form for « to the case that it has only one eigenvalue .
By considering (a— A¢) we can even reduce to the case that 0 is the only eigenvalue.

Definition. We say that o € End(V) is nilpotent if there is some k > 0 such that
k
a” =0.

Note that « is nilpotent if and only if m,(t) = t* for some 1 < k < n. When
F = C this is equivalent to 0 being the only eigenvalue for a.

FEzxzample. Let

3 =20
A=11 0 0
1 0 1

Find an invertible matrix P such that P~'AP is in JNF.
First we compute the eigenvalues of A:

t—3 2 0
xalt)=det | =1 t 0 | =(@t—-1tEt—-3)+2)=(t—1)*t—2).
-1 0 t—1
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Next we compute the eigenspaces

2 -2 0
A-IT=11 -1 0
1 0 O
0 0
which has rank 2 and kernel spanned by [ 0 ]. Thus E4(1) = < 0 > Similarly
1 1
1 -2 0
A-2I=(1 -2 0
1 0 -1

2 2

also has rank 1 and kernel spanned by [ 1| thus E4x(2) = < 1 > Since
2 2

dim E4 (1) + dim E4(2) = 2 < 3, A is not diagonalisable. Thus

ma(t) = xa(t) = (t—1)*(t - 2)
and the JNF of A is

1
J=10
0

O = =
N OO

-+

So we want to find a basis (v1,vs,v3) such that Avy = vy, Ave = v + vy and
Avs = 2v3 or equivalently (A — Ive = vy, (A —I)vy =0 and (A — 2I)vs = 0. Note
that under these conditions (A — I)%vy = 0 but (A — I)vy # 0.

We compute

Q

2 =2 0
(A-1)%= 1 -1 0
-2 0
Thus
1 0
ker(A — I < 1 0 >

0 1

1 2

Take vo = | 1], =(A—1Dvy = and v3 = | 1]. Then these are LI
0 2

so form a basis for C3 and if we take P to have columns vy, vs,v3 we see that
P~'AP = J as required.

7. BILINEAR FORMS (II)

7.1. Symmetric bilinear forms and quadratic forms.

Definition. Let V' be a vector space over F. A bilinear form ¢: V x V — F is
symmetric if ¢(v1,v2) = ¢(va,v1) for all v € V.

Example. Suppose S € Mat,,(F) is a symmetric matrix (ie ST = §), then we can
define a symmetric bilinear form ¢: F* x F* — F by

n

¢(,y) =" Sy =Y xSy

i,j=1
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In fact that example is completely typical.

Lemma. Suppose that V is a f.d. wvector space over F and ¢: V xV — F is a
bilinear form. Let (eq,...,e,) be a basis for V. and M be the matriz representing
¢ with respect to this basis, i.e. M;; = ¢(e;,ej). Then ¢ is symmetric if and only
if M is symmetric.

Proof. If ¢ is symmetric then M;; = ¢(e;, e;) = é(ej, ;) = Mj; so M is symmetric.
Conversely if M is symmetric, then

Slay) = Y miMyy; = Y yMuw; = d(y, ).

ij=1 ij=1
Thus ¢ is symmetric. O

It follows that if ¢ is represented by a symmetric matrix with respect to one
basis then it is represented by a symmetric matrix with respect to every basis.

Lemma. Suppose that 'V is a f.d. vector space over F, ¢: V xV — F is a bilinear
form and (e1,...,en) and (f1,...,fn) are two bases of V' such that f; =Y Priex
fori=1,...n. If A represents ¢ with respect to (e1,...,e,) and B represents ¢
with respect to (fi1,..., fn) then

B=PTAP
Proof. This is a special case of a result from section 4 (Il

Definition. We say that square matrices A and B are congruent if there is an
invertible matrix P such that B = PTAP.

Congruence is an equivalence relation. Two matrices are congruent precisely if
they represent the same bilinear form ¢: V x V — F with respect to different bases
for V. Thus to classify (symmetric) bilinear forms on a f.d. vector space is to
classify (symmetric) matrices up to congruence.

Definition. If ¢: V x V — F is a bilinear form then we call the map V — F;
v = ¢(v,v) a quadratic form on V.

Example. If V. = R? and ¢ is represented by the matrix A with respect to the
standard basis then the corresponding quadratic form is

<§> = (z y)A (Z) = Ana® 4 (Aig + Ag1)zy + Agoy®

Note that if we replace A by the symmetric matrix % (A + AT) we get the same
quadratic form.

Proposition (Polarisation identity). (Suppose that 1+1#0inF.) Ifq: V = F is
a quadratic form then there exists a unique symmetric bilinear form ¢: VxV — F

such that q(v) = ¢(v,v) for allve V.

Proof. Let 1 be a bilinear form on V' x V such that ¥ (v,v) = ¢(v) for all v € V.
Then

Blo,w) = 3 (o) + ¥(w,v))

is a symmetric bilinear form such that ¢(v,v) = ¢q(v) for allv € V.
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It remains to prove uniqueness. Suppose that ¢ is such a symmetric bilinear
form. Then for v,w € V,
d+w) = G+ wo+w)
= 6(v,0) + ¢(v,w) + P(w, v) + P(w, w)
= q(v) +2¢(v,w) + q(w).
Thus ¢(v, w) = 5 (q(v +w) = q(v) — g(w)). U

LECTURE 19

Theorem (Diagonal form for symmetric bilinear forms). If ¢: V xV — F is a
symmetric bilinear form on a f.d. wvector space V. over F, then there is a basis
(e1,...,€en) for V such that ¢ is represented by a diagonal matriz.

Proof. By induction on n = dim V. If n = 0,1 the result is clear. Suppose that we
have proven the result for all spaces of dimension strictly smaller than n.

If ¢(v,v) =0 for all v € V, then by the polarisation identity ¢ is identically zero
and is represented by the zero matrix with respect to every basis. Otherwise, we
can choose e; € V such that ¢(e1,e1) # 0. Let

U={ueV|d¢(er,u) =0} =kero(e;,—): V- F.

By the rank-nullity theorem, U has dimension n—1 and e; ¢ U so U is a complement
to <61> inV.

Consider ¢|yxy: UxU — F, a symmetric bilinear form on U. By the induction
hypothesis, there is a basis (e, ..., e,) for U such that ¢|yxy is represented by a
diagonal matrix. The basis (e1,...,e,) satisfies ¢(e;,e;) = 0 for i # j and we're
done. |

Ezample. Let ¢ be the quadratic form on R? given by

x
q y =22 + 9% + 22 + 22y + dyz + 622
z

Find a basis (f1, fa, f3) for R3 such that ¢ is of the form
qlafi +bfa + cfs) = Xa® + pb® + vc?.
Method 1 Let ¢ be the bilinear form represented by the matrix

1 1 3
A=[1 1 2
3 2 1
so that ¢(v) = ¢(v,v) for all v € R3.
1
Now g(e1) =1#0solet fi =e; = | 0 ]. Then ¢(f1,v) = fi Av = vy +v2+3vs.
0
So we choose fa such that ¢(f1, fa) = 0 but ¢(f2, f2) # 0. For example
3
q —1 =0 but ¢ 0 =—-8#0.

0 -1
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3
So we can take fo = [ 0 |. Then ¢(fa,v) = f§ Av = (O 1 8) v = vy + 8vs.
-1
Now we want ¢(f1, fs) = ¢(fa, f3) =0, fs= (5 —8 1)" will work. Then
qlafi +bfs 4+ cfs) = a® + (—8)b* + 82,
Method 2 Complete the square
2P 22 2ay Ay + 602 = (x4y+32)% + (—2yz) — 827
2 y\? | ¥
= (x4+y+3z2) —8(2—&—7) + =
8 8
Now solve z +y +32z =1, 2+ % = 0 and y = 0 to obtain f; = (1 0 O)T, solve
r+y+32=02z+% =1and y = 0 to obtain fo = (—3 0 l)T and solve
t4+y+32=0,z+%=0and y=1toobtain f3 = (-2 1 —%)T.
Corollary. Let ¢ be a symmetric bilinear form on a f.d C-vector space V. Then
there is a basis (v1,...,v,) for V such that ¢ is represented by a matriz of the form

I. 0
(5 %)

with r = r(¢) or equivalently such that the corresponding quadratic form q is given
by q(3o, aivi) = Yo, a?.

Proof. We have already shown that there is a basis (e1, . . ., e,) such that ¢(e;, e;) =
05\, for some Aq,..., A, € C. By reordering the e; we can assume that A; # 0 for
1<i<rand \; =0 for ¢ > r. Since we're working over C for each 1 < i < r, \;
has a non-zero square root u;, say. Defining v; = iei for 1 <i<randwv;, =e¢; for
r+1< i< n, we see that ¢(v;,v;) =01if i # jor i = j > r and ¢(v;,v;) = 1 if
1 <4 < r as required. O

Corollary. Every symmetric matriz in Mat,,(C) is congruent to a matriz of the

form
I. 0
0 0)°

O
Corollary. Let ¢ be a symmetric bilinear form on a f.d R-vector space V. Then
there is a basis (v1,...,v,) for V such that ¢ is represented by a matriz of the form
I, 0 0
0 -1, 0
0o 0 O
with p,q > 0 and p+ q = r(¢) or equivalently such that the corresponding quadratic
form q is given by (3>, av;) = > b_ a? — Zf:gH a?.
Proof. We have already shown that there is a basis (e1, . . ., e,) such that ¢(e;, e;) =
0;;A; for some Aq,..., A, € R. By reordering the e; we can assume that there is

apsuch that \; >0for 1 <i<pand \; <Oforp+1<i<r(p)and \; =0
for i > r(¢). Since we’re working over R we can define y; = v/A; for 1 < i < p,
wi ==X for p+1<i<r(¢p)and u; =1 for i = 1 . Defining v; = I%ei we see
that ¢ is represented by the given matrix with respect to vy, ..., v,. ' [
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Definition. A symmetric bilinear form ¢ on a real vector space V is

(a) positive definite if ¢p(v,v) > 0 for all v € V\0;

(b) positive semi-definite if ¢(v,v) = 0 for all v € V;

(¢) megative definite if ¢p(v,v) < 0 for all v € V\0;

(d) negative semi-definite if ¢p(v,v) < 0 for all v € V.

We say a quadratic form is ...-definite if the corresponding bilinear form is so.

LECTURE 20

Examples. If ¢ is a symmetric bilinear form on R represented by

(6 9)

then ¢ is positive semi-definite. Moreover ¢ is positive definite if and only if n = p.
If instead ¢ is represented by
I, 0
0 0

then ¢ is negative semi-definite. Moreover ¢ is negative definite if and only if n = q.

Theorem (Sylvester’s Law of Inertia). Let V' be a finite-dimensional real vector
space and let ¢ be a symmetric bilinear form on V. Then there are unique integers
P, q such that V has a basis v1,...,v, with respect to which ¢ is represented by the
matric

I, 0 0
0 —I, 0
0 0 0

Proof. We've already done the existence part. We also already know that p 4+ ¢ =
r(¢) is unique. To see p is unique we’ll prove that p is the largest dimension of a
subspace P of V' such that ¢|pxp is positive definite.

Let v1,...,v, be some basis with respect to which ¢ is represented by
I, 0 0
0 -1, 0
0 0 0
for some choice of p. Then ¢ is positive definite on the space spanned by vy, ..., vp.

Thus it remains to prove that there is no larger such subspace.
Let P be any subspace of V such that ¢|pxp is positive definite and let @ be

the space spanned by vpy1,...,v,. The restriction of ¢ to  x @ is negative semi-
definite so PNQ = 0. So dim P + dim @ = dim(P + Q) < n. Thus dim P < p as
required. ([l

Definition. The signature of the symmetric bilinear form ¢ given in the Theorem
is defined to be p — q.

Corollary. FEvery real symmetric matriz is congruent to a matriz of the form

I, 0 0
0 —I, 0
0 0 0
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7.2. Hermitian forms. Let V be a vector space over C and let ¢ be a symmetric
bilinear form on V. Then ¢ can never be positive definite since ¢(iv,iv) = —¢(v,v)
for all v € V. We'd like to fix this.

Definition. Let V and W be vector spaces over C. Then a sesquilinear form is a
function ¢: V x W — C such that

d(Mv1 + Aovg,w) = Ao(vi,w) + Aag(v2, w) and

(v, 1wy + ppwe) = (v, wr) + p2d(v, ws)
for all A1, Ao, 1, o € C, v,v1,v2 € V and w,wy,ws € W.
Definition. Let ¢ be a sesquilinear form on V xW and let V have basis (v, ..., vm)
and W have basis (w1, ...,w,). The matriz A representing ¢ with respect to these

bases is defined by A;; = ¢(vs, w;).
Suppose that >~ \jv; € V and ) pjw; € W othen
m n . _r
i=1 j=1

Definition. A sesquilinear form ¢: V xV — C is said to be Hermitian if ¢(z,y) =
d(y,x) for all z,y € V.

Notice that if ¢ is a Hermitian form on V then ¢(v,v) € R for all v € V
and ¢(Av, W) = |\|?¢(v,v) for all A € C. Thus is it meaningful to speak of
positive/negative (semi)-definite Hermitian forms and we will do so.

Lemma. Let ¢: VXV — C be a sesquilinear form on a complex vector space V' with
basis (v1,...,v,). Then ¢ is Hermitian if and only if the matrixz A representing ¢

with respect to this basis satisfies A = A (we also say the matriz A is Hermitian ).
Proof. If ¢ is Hermitian then

Aij = ¢(vi,v5) = d(vj,v;) = Ajs.
Conversely if A = A" then

10) (Z Aiv;, Z ujv]) = XTAM =ptATX = HTT)\ =¢ (Z V5, Z /\ivi)

as required (Il

Proposition (Change of basis). Suppose that ¢ is a Hermitian form on a f.d.

complex vector space V' and that {(e1,...,e,) and (v1,...,v,) are bases for V such
that v; = ZZ=1 Pyer. Let A be the matrix representing ¢ with respect to (e1,. .., en)
and B be the matriz representing ¢ with respect to (v1,...,vy) then

B=TP AP,

Proof. We compute

Bij=¢ <Z Pkiekazpljel> = Z(FT)ikfb(ek,el)sz = [?TAP]M‘
=1 =1

k,l

as required. 0

Lemma (Polarisation Identity). A Hermitian form ¢ on a complex vector space V
is determined by the function ¢: V — R; v — ¢(v,v).
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Proof. Tt can be checked that

Ba,y) = 3 (e +y) — (e +iy) = Yo — ) + iz — i)

O

Theorem (Hermitian version of Sylvester’s Law of Inertia). Let V' be a f.d. complex
vector space and suppose that ¢: V xV — C is a Hermitian form on V. Then

there is a basis (vy,...,v,) of V with respect to which ¢ is represented by a matriz
of the form

I, 0 O

0 -1, 0

0o 0 0

Moreover p and q depend only on ¢ not on the basis.

Notice that for such a basis ¢(> A\ivi, > Avi) = > b, [ N> — figﬂ 1212

Sketch of Proof. This is nearly identical to the real case. For existence: if ¢ is
identically zero then any basis will do. If not, then by the Polarisation Identity
there is some v; € V such that ¢(vy,v1) # 0. By replacing v; by W we
can assume that ¢(v1,v1) = £1. Define U := ker ¢(vy, —): V — C a subspace of
V of dimension dimV — 1. Since v; € U, U is a complement to the span of v; in
V. By induction on dim V, there is a basis (va,...,v,) of U such that ¢|yxy is
represented by a matrix of the required form. Now (v1,vs,...,v,) is a basis for V
that after suitable reordering works.

For uniqueness: p + ¢ is the rank of the matrix representing ¢ with respect to
any basis and p arises as the dimension of a maximal positive definite subspace as
in the real symmetric case. O

LECTURE 21
8. INNER PRODUCT SPACES
From now on F will always denote R or C.
8.1. Definitions and basic properties.

Definition. Let V be a vector space over F. An inner product on V is a positive
definite symmetric/Hermitian form ¢ on V. Usually instead of writing ¢(z,y) we’ll
write (x,y). A vector space equipped with an inner product (—,—) is called an
inner product space.

Ezxzamples.
(1) The usual scalar product on R™ or C™: (z,y) = Y i, Tiyi.
(2) Let C(]0,1],F) be the space of continuous real/complex valued functions on

[0,1] and define
/ Fi0)

(3) A weighted version of (2). Let w: [0, 1] — R take only positive values and
define

(ﬁg):/o w(t)f(t)g(t) dt.
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If V is an inner product space then we can define a norm || - || on V by |[v|| =
(v,v)z. Note ||v|]| = 0 with equality if and only if v = 0. Note that the norm
determines the inner product because of the polarisation identity.

Lemma (Cauchy—Schwarz inequality). Let V' be an inner product space and take
v,w € V. Then |(v,w)] < ||v]|||w]].

Proof. Since (—, —) is positive-definite,
0 < (v—Aw,v—Iw) = (v,v) = ANv,w) — Mw,v) + |A*(w, w)

for all A € F. Now when A = 2% (the case w = 0 is clear) then we get

(w,w)
v, w 2 v, w 2 v, w 2
0< (v,v) — 2|((w’ w)>| <(w’ w))|2 (w,w) = (v,v) — |((u’] 13) )

The inequality follows by multiplying by (w, w) rearranging and taking square roots.
O

Corollary (Triangle inequality). Let V' be an inner product space and take v, w €
V. Then ||v+ w|| < ||v|| + ||w]|.

Proof.
lo+wl® = (vt+wv+w)
= ol + (v,w) + (w,v) + |Jw]|?
<l + 2ffol[[Jwl]] + [w]]?
= (o]l + l|w]])*
Taking square roots gives the result. (|

Definition. Let V be an inner product space then v,w € V are said to be orthog-
onal if (v,w) =0. A set {v; | i € I} is orthonormal if (v;,v;) = 0;; for i,j € I. An
orthormal basis (o.n. basis) for V is a basis for V that is orthonormal.

Suppose that V' is a f.d. inner product space with o.n. basis vy,...,v,. Then
given v € V, we can write v = > | \;v;. But then (vj,v) = 37" Xi(vj,v;) = Aj.
Thus v =", (v;,v)v;.

Lemma (Parseval’s identity). Suppose that V is a f.d. inner product space with

o.n basis (vy,...,v,) then (v,w) = Y1 | (v;,v)(vs,w). In particular
[oll? =~ I(vi,0) .
i=1
Proof. (v,w) = (3272 (vi, v)vi, 3554 (v, w)vy) = 350 (vi,v) (vi, w). O

8.2. Gram—Schmidt orthogonalisation.

Theorem (Gram-Schmidt process). Let V' be an inner product space and ey, ea, . ..
be LI vectors. Then there is a sequence v1,vs,... of orthonormal vectors such that
(e1y...,ex) = (v1,...,v;) for each k = 0.
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Proof. We proceed by induction on k. The case k¥ = 0 is clear. Suppose we’ve
found vy, ...,v;. Let
k
Uk+1 = €41 — Z(Ui:ek+1)vi-
i=1
Then for j < k,

k
(vj, Uk41) = (v, €xt1) E Vi, ept1)(v5,v5) = 0.
i=1

Since (vy,...,vg) = {(e1,...,ex), and eq,...,exr1 are LI, {vy,...,vg, exs1} are LI
u
and so upy1 # 0. Let vpp1 = Hu:ﬁ O

Corollary. Let V be a f.d. inner product space. Then any orthonormal sequence

v1,...,V can be extended to an orthonormal basis.

Proof. Let v1,...,0%, Tgt1,...,2Ty be any basis of V extending vy,...,v;. If we
apply the Gram—Schmidt process to this basis we obtain an o.n. basis wy, ..., w,.
Moreover one can check that w; = v; for 1 <17 < k. O

Definition. Let V' be an inner product space and let Vi, V5 be subspaces of V.
Then V is the orthogonal (internal) direct sum of Vi and Vs, written V =V L Vo,
if

(i) V=V + Va

(ii) i NVa =0;
(iii) (v1,v2) =0 for all v1 € V5 and ve € V5.

Note that condition (iii) implies condition (ii).

Definition. If W C V is a subspace of an inner product space V then the orthog-
onal complement of W in V, written W=, is the subspace of V

Li={veV|(ww) =0 foralweW}.

Corollary. Let V be a f.d. inner product space and W a subspace of V. Then
V=WJ1LWH.

Proof. Of course if w € W and wt € W+ then (w,w!) = 0. So it remains to
show that V = W + W', Let w,...,w; be an o.n. basis of W. For v € V and
1<j<k,

k k
(wj,v—Z(wi,v)wZ (wj,v Z )
i=1 i=1
Thus (Z;?:l Ajw;, v — Zle(wim)wi) =0 for all A1,..., A € F and so
k
v— Z(wi7v)wi cw+
i=1
which suffices. O

Notice that unlike general vector space complements, orthogonal complements
are unique.
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LECTURE 22

Definition. We can also define the orthogonal (external) direct sum of two inner
product spaces Vi and Vo by endowing the vector space direct sum Vi @ V5 with
the inner product

((v1,v2), (w1, w2)) = (v1,w1) + (va, w2)
for vi,wy € V1 and vg, wy € V5.

Definition. Suppose that V = U @& W. Then we can define 7: V. — W by 7(u +
w) =w for u € U and w € W. We call 7 a projection map onto W. If U = W+ we
call 7 the orthogonal projection onto W.

Proposition. Let V' be a f.d. inner product space and W C V be a subspace with
o.n. basis (e1,...,er). Let w be the orthogonal projection onto W. Then

(a) w(v) = Zle(ei, v)e; for each v € V;
(b) |lv—m()|| < |lv—w|| for allw € W with equality if and only if 7(v) = w; that
is w(v) is the closest point to v in W.

Proof. (a) Put w = Zle(ei,v)ei € W. Then

k
(ej,v—w) = (e,v) — Z(ei,v)(ej,ei) =0for1<j<k.

i=1
Thus v —w € Wt. Now v = w + (v — w) so 7(v) = w.
(b) If z,y € V are orthogonal then
lo+yl? = (@ +y,2 +y) = [l + (2,9) + (y,2) + [lyl]* = [l2]]* + [|y]
o)
o = wl? = ||(v = 7(v)) + (7(v) = w)||* = [|(v = 7(W)[]* + [|(x(v) — w)[
12

and |[v — w||? > |[v — 7(v)||* with equality if and only if ||7(v) — w||* = 0 ie
m(v) = w. O

8.3. Adjoints.

Lemma. Suppose V and W are f.d. inner product spaces and a.: V- — W is linear.
Then there is a unique linear map o« : W — V such that (a(v),w) = (v, a*(w)) for
allveV andweW.

Proof. Let (vy,...,vy) be an o.n. basis for V and (wy, ..., w;,,) be an o.n. basis for
W and suppose that « is represented by the matrix A with respect to these bases.
Then if o*: W — V satisfies (a(v),w) = (v,a*(w)) for all v € V and w € W, we
can compute

(0, @ (w;)) = (e(vi),wy) = Y Apgwg, wy) = A
!

Thus o*(w;) = 3 AT} g ie a* is represented by the matrix A7, In particular o*
is unique if it exists.
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But to prove existence we can now take a* to be the linear map represented by
the matrix AT. Then

o (Z Aﬂh’) ,Z,ujwj = quj (Z Aki’wk,wj>
i j 1,7 k

= D N
1,7

whereas
D v d ot (wwy) | = ) Ay <w’ZAT”w>
i J ] l
= > Ny
4,J
Thus (a(v),w) = (v,a*(w)) for all v € V and w € W as required. O

Definition. We call the linear map «* characterised by the lemma the adjoint of
a.

We've seen that if « is represented by A with respect to some o.n. bases then
o* is represented by AT with respect to the same bases.

Definition. Suppose that V is an inner product space. Then a € End(V) is
self-adjoint if o* = a; i.e. if (a(v),w) = (v, a(w)) for all v,w € V.

Thus if V' = R™ with the standard inner product then a matrix is self-adjoint
if and only if it is symmetric. If V' = C™ with the standard inner product then a
matrix is self-adjoint if and only if it is Hermitian.

Definition. If V is a real inner product space then we say that a € End(V) is
orthogonal if

(a(v1), a(v2)) = (v1, v2) for all vy, v € V.
By the polarisation identity « is orthogonal if and only if ||a(v)|| = ||v|| for all
veV.

Note that a real square matrix is orthogonal (as an endomorphism of R™ with
the standard inner product) if and only if its columns are orthonormal.

Lemma. Suppose that V is a f.d. real inner product space. Let o € End(V'). Then

o is orthogonal if and only if o is invertible and o* = o 1.

Proof. If a* = a~! then (v,v) = (v,a*a(v)) = (a(v),a(v)) for all v € V ie « is
orthogonal.

Conversely, if « is orthogonal, let vq,...,v, be an o.n. basis for V. Then for
each 1 <i,5 < n,

(vi, v5) = (a(vi), a(v))) = (vi, a"a(vy)).
Thus §;; = (v;,v;) = (v, a*a(v;)) and a*a(v;) = v; as required. O

Corollary. With notation as in the lemma, o € End(V') is orthogonal if and only
if « is represnted by an orthogonal matriz with respect to any orthonormal basis.
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Proof. Let (v1,...,v,) be an o.n. basis then « is represented by A with respect to
this basis if and only if a* is represented by A”. Thus « is orthogonal if and only
if A is invertible with inverse AT i.e. A is orthogonal. O

Definition. If V is a f.d. real inner product space then
O(V) :={a € End(V) | v is orthogonal}
forms a group under composition called the orthogonal group of V.

Proposition. Suppose that V is a f.d. real inner product space with o.n. basis
(e1,...,en). Then there is a natural bijection

O(V) — {o.n. bases of V}
given by

LECTURE 23

Definition. If V is a complex inner product space then we say that a € End(V)
is unitary if

(a(v1),a(ve)) = (v1,v9) for all vi,ve € V.
By the polarisation identity « is unitary if and only if ||a(v)|| = ||v|| for all v € V.

Lemma. Suppose that V is a f.d. complex inner product space. Let o € End(V).
Then « is unitary if and only if « is invertible and o = o~ 1.

Proof. As for analogous result for orthogonal linear maps on real inner product

spaces.
(|

Corollary. With notation as in the lemma, o € End(V) is unitary if and only
if a is represnted by a unitary matriz A with respect to any orthonormal basis (ie
A1 = AT).

Proof. As for analogous result for orthogonal linear maps and orthogonal matrices.
O

Definition. If V is a f.d. complex inner product space then
U(V):={a € End(V) | a is unitary}
forms a group under composition called the unitary group of V.

Proposition. If V is a f.d. complex inner product space then there is a natural
bijection

U(V)— {o.n. bases of V'}
given by

a— (aler),...,ale,)).
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8.4. Spectral theory.

Lemma. Suppose that V is an inner product space and o € End(V) is self-adjoint
then

(a) « has a real eigenvalue;
(b) all eigenvalues of « are real;
(c) eigenvectors of o with distinct eigenvalues are orthogonal.

Proof. (a) and (b) Suppose first that V' is a complex inner product space. By the
fundamental theorem of algebra « has an eigenvalue (since the mininal polynomial
has a root). Suppose that a(v) = Av with v = V\0 and A € C. Then

Av,v) = (v, \) = (v, a(v)) = (a(v),v) = (\v,v) = A(v,v).

Since (v,v) # 0 we can deduce A € R.

Now, suppose that V is a real inner product space. Let (vq,...,v,) be an o.n.
basis. Then « is represented by a real symmetric matrix A. But A viewed as
a complex matrix is also Hermitian so all its eigenvalues are real by the above.
Finally, the eigenvalues of « are precisely the eigenvalues of A.

(¢) Suppose a(v) = Av and a(w) = pw with A # p € R. Then

A, w) = (Av,w) = ((v),w) = (v, a(w)) = (v, p(w)) = p(v, w).
Since A # p we must have (v,w) = 0. O

Theorem. Let V' be an inner product space and o € End(V') self-adjont. Then V
has an orthonormal basis of eigenvectors of a.

Proof. By the lemma, « has a real eigenvalue A, say. Thus we can find v; € V\0
such that a(vy) = Avy. Let U := ker(vy, —): V — F the orthogonal complement of
the span of v1 in V.

If uw € U, then

(a(u),v1) = (u,a(vr)) = (u, Avy) = A(u,v1) = 0.

Thus a(u) € U and « restricts to an element of End(U). Since (a(v),w) = (v, a(w))
for all v,w € V also for all v,w € U ie «|y is also self-adjoint. By induction on
dim V' we can conclude that U has an o.n. basis of eigenvectors (v, ..., v,) of a|y.
Then <||571H’ Va,...,Un) is an o.n. basis for V consisting of eigenvectors of a. (]

Corollary. If V is an inner product space and o € End(V) is self adjoint then V
is the orthogonal direct sum of its eigenspaces.

Corollary. Let A € Mat,(R) be a symmetric matriz. Then there is an orthogonal
matriz P such that PT AP is diagonal.

Proof. Let (—,—) be the standard inner product on R™. Then A € End(R") is

self-adjoint so R™ has an o.n. basis {(eq, ..., e,) consisting of eigenvectors of A. Let
P be the matrix whose columns are given by ey, ...,e,. Then P is orthogonal and
PTAP = P~1AP is diagonal. O

Corollary. LetV be a f.d. real inner product space and p: VxV — R a symmetric
bilnear form. Then there is an orthonormal basis of V' such that ¢ is represented
by a diagonal matrix.



LINEAR ALGEBRA 57

Proof. Let (uy,...,u,) be any o.n. basis for V and suppose that A represents
with respect to this basis. Then A is symmetric and there is an orthogonal matrix
P such that PTAP is diagonal. Let v; = >k Priu. Then (vq,...,v,) is an o.n.
basis and 1 is represented by PT AP with respect to it. O

Remark. Note that in the proof the diagonal entries of PT AP are the eigenvalues
of A. Thus it is easy to see that the signature of ¥ is given by

# of positive eigenvalues of A — # of negative eigenvalues of A.

Corollary. Let V be a f.d. real vector space and let ¢ and 1 be symmetric bilinear
forms on V. If ¢ is positive-definite there is a basis v1,...,v, for V with respect
to which both forms are represented by a diagonal matrizx.

Proof. Use ¢ to make V into a real inner product space and then use the last
corollary. ([l

LECTURE 24

Corollary. Let A,B € Mat,(R) be symmetric matrices such that A is postive
definite (ie vT Av > 0 for allv € R™\0). Then there is an invertible matriz Q such
that QT AQ and QT BQ are both diagonal.

We can prove similar corollaries for f.d. complex inner product spaces. In par-
ticular:

(1) If A € Mat,,(C) is Hermitian there is a unitary matrix U such that UT AU is
diagonal.

(2) If ¢ is a Hermitian form on a f.d. complex inner product space then there is
an orthonormal basis diagonalising .

(3) If V is a f.d. complex vector space and ¢ and 1) are two Hermitian forms with
¢ positive definite then ¢ and 1 can be simultaneously diagonalised.

(4) If A, B € Mat,,(C) are both Hermitian and A is positive definite (i.e. vTAv > 0
for all v € C™\0) then there is an invertible matrix @ such that QT AQ and
QT BQ are both diagonal.

We can also prove a similar diagonalisability theorem for unitary matrices.

Theorem. LetV be a f.d. complex inner product space and o € End(V') be unitary.
Then V' has an o.n. basis consisting of eigenvectors of a.

Proof. By the fundamental theorem of algebra, a has an eigenvector v say. Let
W =ker(v,—): V — C adimV — 1 dimensional subspace. Then if w € W,

(v, a(w)) = (o v, w) = (%v,w) = A" (v,w) = 0.

Thus « restricts to a unitary endomorphism of W. By induction W has an o.n.
basis consisting of eigenvectors of a. By adding v/||v]|| to this basis of W we obtain
a suitable basis of V. O

Remarks.

(1) This theorem and its self-adjoint version have a common generalisation in the
complex case. The key point is that @ and a* commute — see Example Sheet
4 Question 9.
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(2) It is not possible to diagonalise a real orthogonal matrix in general. For example
a rotation in R through an angle that is not an integer multiple of 7. However,
one can classify orthogonal maps in a similar fashion — see Example Sheet 4
Question 15.
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