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Abstract

Let X be a smooth, projective, geometrically connected curve over a finite field Fq, and let G be a split
semisimple algebraic group over Fq. Its dual group Ĝ is a split reductive group over Z. Conjecturally, any
l-adic Ĝ-local system on X (equivalently, any conjugacy class of continuous homomorphisms π1(X) →
Ĝ(Ql)) should be associated to an everywhere unramified automorphic representation of the group G.

We show that for any homomorphism π1(X) → Ĝ(Ql) of Zariski dense image, there exists a finite
Galois cover Y → X over which the associated local system becomes automorphic.
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1 Introduction

Let X be a smooth, projective, geometrically connected curve over the finite field Fq, and let G be a split

semisimple algebraic group over Fq. Let Ĝ denote the dual group of G, considered as a split semisimple
group scheme over Z. Fix a prime l - q and an algebraic closure Ql of Ql. In the Langlands program, one
considers a conjectural duality between the following two kinds of objects:

• Everywhere unramified automorphic representations of the adele group G(AK): these appear as irre-
ducible subrepresentations Π of the space of functions f : G(K)\G(AK)/G(

∏
v OKv )→ Ql.

• Ĝ-local systems onX: equivalently, Ĝ(Ql)-conjugacy classes of continuous homomorphisms σ : π1(X)→
Ĝ(Ql).

(We omit here the extra conditions required in order to get a conjecturally correct statement.) In recent work
[Lafa], V. Lafforgue has established one direction of this conjectural correspondence: he associates to each
everywhere unramified, cuspidal automorphic representation Π of G(AK) a corresponding homomorphism

σΠ : π1(X)→ Ĝ(Ql). The goal of this paper is to establish the following ‘potential’ converse to this result.

Theorem 1.1. Let σ : π1(X) → Ĝ(Ql) be a continuous homomorphism which has Zariski dense image.
Then we can find a finite Galois extension K ′/K and a cuspidal automorphic representation Π = ⊗′vΠv of

G(AK′) satisfying the following condition: for every place v of K ′, Π
G(OK′v )
v 6= 0, and Πv and σ|WK′v

are

matched under the unramified local Langlands correspondence.

One expects that this theorem should be true with K ′ = K, but we are not able to prove this.
The theorem is already known in the case G = PGLn, for then the entire global Langlands correspondence
is known in its strongest possible form, by work of L. Lafforgue [Laf02] (and in this case one can indeed
take K ′ = K). Moreover, it is likely that analytic arguments used to establish functoriality for classical
groups over number fields can be extended to function fields. Combined with the results of [Laf02], our main
theorem would then follow easily for split classical groups, again with K ′ = K. 1 However, for semisimple
groups in the exceptional series, this is the first theorem of this kind. We note that using the deformation-
theoretic techniques that we develop in this paper, one can construct plentiful examples of Zariski dense
representations σ to which the above theorem applies, for any group G.

We comment on the hypotheses of the theorem. Zariski density of the representation is convenient at
several points. From the automorphic perspective, taking Arthur’s conjectures into account, it removes the
possibility of having to deal with automorphic representations which are cuspidal but non-tempered. Zariski
density also has the important consequence that σ can be placed in a compatible system of Ĝ-local systems
that is determined uniquely up to equivalence by the conjugacy classes of Frobenius elements. Without
this density condition, it is not even clear what should be meant by the phrase ‘compatible system’, and
the definition we use here (see Definition 6.1) should therefore be regarded as provisional. (For a possible

1Either the descent method of Ginzburg, Rallis, and Soudry [GRS11] or Arthur’s more general approach using the twisted
trace formula [Art13] would yield automorphy under the hypotheses of our main theorem.
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solution to these issues, see [Dri].) A related point is that it is subtle to define what it means for a Galois
representation to be automorphic; this is discussed further (along with the simplifying role played by Zariski
density of representations) in §8.2.

The condition that σ be everywhere unramified (or in other words, that X be projective) is less
serious. Indeed, V. Lafforgue’s work attaches Galois representations to cuspidal automorphic representations
with an arbitrary level of ramification, and Theorem 1.1 immediately implies an analogue where σ is allowed
to be finitely ramified at a finite number of points. It seems likely that one could prove the same result
with no restrictions on the ramification of σ (other than ramification at a finite number of points), using the
techniques of this paper, but we leave this extension to a future work.

The proof of Theorem 1.1 uses similar ingredients to existing potential automorphy theorems for
G = GLn over number fields (see e.g. [BLGGT14]). Among these, we mention:

(i) The construction of Ĝ-valued Galois representations associated to automorphic forms on G.

(ii) Automorphy lifting theorems for Ĝ-valued Galois representations.

(iii) Existence of local systems with ‘big mod l monodromy’.

(iv) Existence of ‘universally automorphic Ĝ-valued Galois representations’.

Once these ingredients are in place, we employ the ‘chutes and ladders’ argument diagrammed in [Ell05, pp.
1136–1137] in order to conclude Theorem 1.1. We now comment on each of these ingredients (i) – (iv) in
turn.

(i) As mentioned above, V. Lafforgue has constructed the Galois representations associated to cuspidal
automorphic forms on the group G [Lafa]. In fact, he goes much farther, constructing a commutative
ring of endomorphisms B of the space A0 of cusp forms, which contains as a subring the ring generated
by Hecke operators at unramified places, and which is generated by so-called ‘excursion operators’.
Lafforgue then defines a notion of pseudocharacter for a general reductive group (in a fashion gener-
alizing the definition for GLn given by Taylor [Tay91]) and shows that the absolute Galois group of
K = Fq(X) admits a pseudocharacter valued in this algebra B of excursion operators. Furthermore,
he shows that over an algebraically closed field, pseudocharacters are in bijection with completely re-
ducible Galois representations into Ĝ, up to Ĝ-conjugation. This leads to a map from the set of prime
ideals of B to the set of completely reducible Galois representations. This work is summarized in §8.

A well-known result states that deforming the pseudocharacter of an (absolutely) irreducible represen-
tation into GLn is equivalent to deforming the representation itself (see e.g. [Car94, Rou96]). The first

main contribution of this paper is to generalize this statement to an arbitrary reductive group Ĝ. The
key hypothesis we impose is that the centralizer in Ĝ of the representation being deformed is as small
as possible, i.e. the centre of Ĝ. If Ĝ = GLn, then Schur’s lemma says that this condition is equivalent
to irreducibility (i.e. that the image be contained in no proper parabolic subgroup of Ĝ), but in general
this condition is strictly stronger. Nevertheless, it means that after localizing an integral version of
Lafforgue’s algebra B at a suitable maximal ideal, we can construct B-valued Galois representations,
in a manner recalling the work of Carayol [Car94].

(ii) Having constructed suitable integral analogues of Lafforgue’s Galois representations, we are able to
prove an automorphy lifting theorem (Theorem 8.20 and Corollary 8.21) using a generalization of the

Taylor–Wiles method. The key inputs here are an understanding of deformation theory for Ĝ-valued
Galois representations (which we develop from scratch here, although this idea is not original to this
paper) and a workable generalization of the notion of ‘big’ or ‘adequate’ subgroup (see e.g. [Tho12] for
more discussion of the role these notions play in implementations of the Taylor–Wiles method). It seems

likely that one could get by with a weaker notion than this (indeed, the notion of ‘Ĝ-abundance’ that
we introduce here is closer to the ‘enormous’ condition imposed in [CG, KTb] than ‘big’ or ‘adequate’),
but it is enough for the purposes of this paper.

3



(iii) A key step in proving potential automorphy theorems is showing how to find extensions of the base
field K over which two given compatible systems of Galois representations are ‘linked’ by congruences
modulo primes. The reader familiar with works such as [SBT97, HSBT10] may expect that in order

to do this, we must construct families of Ĝ-motives (whatever this may mean). For example, in
[HSBT10] the authors consider a family of projective hypersurfaces over P1

Q; the choice of a rational

point z ∈ P1
Q(F ) (F a number field) determines a compatible family of Galois representations of

ΓF = Gal(F s/F ) acting on the primitive cohomology of the corresponding hypersurface. By contrast,

here we are able to get away with compatible families of Ĝ-Galois representations (without showing
they arise from motives). The reasons for this have to do with the duality between the fields whose
Galois groups we are considering and the fields of rational functions on our parameter spaces of Galois
representations; see for example the diagram (9.2) below.

(iv) Informally, we call a representation σ : ΓK → Ĝ(Ql) universally automorphic if for any finite separable

extension K ′/K, the restricted representation σ|ΓK′ : ΓK′ → Ĝ(Ql) is automorphic (in the sense of be-
ing associated to a prime ideal of the algebra B of excursion operators). Of course, this is conjecturally
true for any representation σ (say of Zariski dense image), but representations for which this property
can be established unconditionally play an essential role in establishing potential automorphy. We de-
fine a class of representations, called Coxeter parameters, which satisfy the condition of ‘Ĝ-abundance’
required to apply our automorphy lifting theorems and which can be shown, in certain circumstances,
to have a property close to ‘universal automorphy’ (see Lemma 10.12).

This class of Coxeter parameters generalizes, in some sense, the class of representations into GLn
which are induced from a normal subgroup with quotient cyclic of order n. Such representations of
absolute Galois groups of number fields into GLn are often known to be automorphic, thanks to work of
Arthur–Clozel [AC89] which uses the trace formula. In contrast, we deduce the automorphy of Coxeter
parameters from work of Braverman–Gaitsgory on geometrization of classical Eisenstein series [BG02].
Thus the geometric Langlands program plays an essential role in the proof of Theorem 1.1, although
it does not appear in the statement.

We now describe the organization of this paper. We begin in §3 by reviewing some results from geometric
invariant theory. The notion of pseudocharacter is defined using invariant theory, so this is essential for
what follows. In §4, we review V. Lafforgue’s notion of Ĝ-pseudocharacter and prove our first main result,
showing how deforming pseudocharacters relates to deforming representations in good situations. In §5, we
give the basic theory of deformations of Ĝ-valued representations. We also develop the Khare–Wintenberger
method of constructing characteristic 0 lifts of mod l Galois representations in this setting. This is a very
useful application of the work of L. Lafforgue [Laf02] for GLn and the solution of de Jong’s conjecture by
Gaitsgory [Gai07].

In §6, we make a basic study of compatible systems of Ĝ-valued representations. The work of L.
Lafforgue again plays a key role here, when we cite the work of Chin [Chi04] to show that any Ĝ-valued
representation lives in a compatible system. We also make a study of compatible systems with Zariski dense
image, and show that they enjoy several very pleasant properties. In §7, we make some local calculations
having to do with representation theory of p-adic groups at Taylor–Wiles primes. These calculations will be
familiar to experts, and require only a few new ideas to deal with the possible presence of pseudocharacters
(as opposed to true representations). In §8, the longest section of this paper, we finally discuss automorphic
forms on the group G over the function field K, and review the work of V. Lafforgue. We then prove an
automorphy lifting theorem, which is the engine driving the proof of our main Theorem 1.1.

The remaining three sections are aimed at proving this potential automorphy result. In §9 we
introduce some moduli spaces of torsors; it is here that we are able to avoid the detailed study of families of
motives that occurs in [HSBT10]. In §10 we give the definition of Coxeter parameters, make a study of their
basic properties, and deduce their universal automorphy from the work of Braverman–Gaitsgory. Finally in
§11 we return to the ‘chutes and ladders’ argument and apply everything that has gone before to deduce our
main results.

At the end of the paper are two appendices, written by Gaitsgory, which establish two key prop-
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erties of the automorphic functions attached to the geometric Eisenstein series constructed by Braverman–
Gaitsgory. The role played by these is discussed more in the proof of Theorem 10.11.
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2 Notation and preliminaries

If K is a field, then we will generally write Ks for a fixed choice of separable closure and ΓK = Gal(Ks/K)
for the corresponding Galois group. If K is a global field and S is a finite set of places, then KS will denote
the maximal subextension of Ks, unramified outside S, and ΓK,S = Gal(KS/K). If v is a place of K, then
ΓKv = Gal(Ks

v/Kv) will denote the decomposition group, and ΓKv → ΓK the homomorphism corresponding
to a fixed choice of K-embedding Ks ↪→ Ks

v . If v 6∈ S, then Frobv ∈ ΓK,S denotes a choice of geometric
Frobenius element at the place v. If K = Fq(X) is the function field of a smooth projective curve X, then
we will identify the set of places of K with the set of closed points of X. If v ∈ X is a place we write
qv = #k(v) = #(OKv/$vOKv ) for the size of the residue field at v. We write | · |v for the norm on Kv,
normalized so that |$v|v = q−1

v ; then the product formula holds. We write ArtKv : K× → Γab
Kv

for the Artin
map of local class field theory, normalized to send uniformizers to geometric Frobenius elements. We write
ÔK =

∏
v∈X OKv . We will write WKv for the Weil group of the local field Kv.
In this paper, we consider group schemes both over fields and over more general bases. If k is a

field, then we will call a smooth affine group scheme over k a linear algebraic group over k. Many classical
results in invariant theory are proved in the setting of linear algebraic groups. We will also wish to allow
possibly non-smooth group schemes; our conventions are discussed in §3.1. A variety over k is, by definition,
a reduced k-scheme of finite type.

If G,H, . . . are group schemes over a base S, then we use Gothic letters g, h, . . . to denote their Lie
algebras, and GT , gT , . . . to denote the base changes of these objects relative to a scheme T → S. If G acts
on an S-scheme X and x ∈ X(T ), then we write ZG(x) or ZGT (x) for the scheme-theoretic stabilizer of x;
it is a group scheme over T . We denote the centre of G by ZG. We say that a group scheme G over S is
reductive if G is smooth and affine with reductive (and therefore connected) geometric fibres.

When doing deformation theory, we will generally fix a prime l and an algebraic closure Ql of Ql. A
finite extension E/Ql inside Ql will be called a coefficient field; when such a field E has been fixed, we will
write O or OE for its ring of integers, k or kE for its residue field, and $ or $E for a choice of uniformizer
of OE . We write CO for the category of Artinian local O-algebras with residue field k; if A ∈ CO, then we
write mA for its maximal ideal. Then A comes with the data of an isomorphism k ∼= A/mA.

2.1 The dual group and groups over Z
In this paper, we will view the dual group of a reductive group as a split reductive group over Z. We now
recall what this means. We first recall that a root datum is a 4-tuple (M,Φ,M∨,Φ∨) consisting of the
following data:
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• A finite free Z-module M , with Z-dual M∨. We write 〈·, ·〉 : M ×M∨ → Z for the tautological pairing.

• Finite subsets Φ ⊂M −{0} and Φ∨ ⊂M∨−{0}, stable under negation, and equipped with a bijection
a↔ a∨, Φ↔ Φ∨.

We require that for all a ∈ Φ, 〈a, a∨〉 = 2, and the reflections sa(x) = x − 〈x, a∨〉a and sa∨(y) = y −
〈a, y〉a∨ preserve Φ ⊂ M and Φ∨ ⊂ M∨, respectively. In this paper, we also require root data to be
reduced, in the sense that if a, na ∈ Φ for some n ∈ Z, then n ∈ {±1}. A based root datum is a 6-tuple
(M,Φ, R,M∨,Φ∨, R∨), where (M,Φ,M∨,Φ∨) is a root datum, R ⊂ Φ is a root basis, and R∨ = {a∨ | a ∈ R}.
(See [Con14, §1.4].)

If S is a connected scheme, a reductive group G over S is said to be split if there exists a split
maximal torus T ⊂ G such that each non-zero root space ga ⊂ g (a ∈ M = X∗(T )) is a free OS-module of
rank 1. See [Con14, Definition 5.1.1]. This condition follows from the existence of a split maximal torus if
Pic(S) = 1, which will always be the case in examples we consider. Associated to the triple (G,T,M) is a
root datum (M,Φ,M∨,Φ∨), where Φ ⊂M = X∗(T ) is the set of roots and Φ∨ ⊂M∨ = X∗(T ) is the set of
coroots. If N ⊂ M is a subgroup containing Φ, then there is a subgroup Q ⊂ T such that X∗(Q) ∼= M/N .
In fact, we have Q ⊂ ZG, the quotients G′ = G/Q and T ′ = T/Q exist, and T ′ is a split maximal torus
of the split reductive group G′. The morphism G → G′ is smooth if and only if the order of the torsion
subgroup of M/N is invertible on S. In particular, if we take N to be the subgroup of M generated by Φ,
then the quotient has trivial centre, and is what we call the adjoint group Gad of G. The formation of the
adjoint group of a split reductive group commutes with base change. (See [Con14, Corollary 3.3.5].)

The further choice of a Borel subgroup T ⊂ B ⊂ G containing the split maximal torus T determines
a root basis R ⊂ Φ, hence a based root datum (M,Φ, R,M∨,Φ∨, R∨). When this data has been fixed, we will
refer to a parabolic subgroup P of G containing B as a standard parabolic subgroup of G. These subgroups
are in bijection with the subsets of R. If I ⊂ R is a subset, then the corresponding parabolic PI admits a
semidirect product decomposition PI = MINI , where NI is the unipotent radical of PI and MI is the unique
Levi subgroup of PI containing T (see [Con14, Proposition 5.4.5].) We refer to MI as the standard Levi
subgroup of PI . It is reductive, and its root datum with respect to T is (M,ΦI ,M

∨,Φ∨I ), where ΦI ⊂ Φ is
the set of roots which are sums of elements of I. The intersection B ∩MI is a Borel subgroup of MI , and
the based root datum of T ⊂ B ∩MI ⊂MI is (M,ΦI , I,M

∨,Φ∨I , I
∨).

We now define the dual group. Let k be a field, and let G be a split reductive group over k. (We will
only need to consider the split case.) To any split maximal torus and Borel subgroup T ⊂ B ⊂ G, we have

associated the based root datum (M,Φ, R,M∨,Φ∨, R∨). The dual group Ĝ is a tuple (Ĝ, B̂, T̂ ) consisting of

a split reductive group Ĝ over Z, as well as a split maximal torus and Borel subgroup T̂ ⊂ B̂ ⊂ Ĝ, together
with an identification of the based root datum with the dual root datum (M∨,Φ∨, R∨,M,Φ, R). Then Ĝ is
determined up to non-unique isomorphism. For any split maximal torus and Borel subgroup T ′ ⊂ B′ ⊂ G,
there are canonical identifications

X∗(T ′) ∼= X∗(T ) ∼= X∗(T̂ ) and X∗(T
′) ∼= X∗(T ) ∼= X∗(T̂ ).

If I ⊂ R is a subset, then the standard Levi subgroup M̂I ⊂ Ĝ of based root datum (M∨,Φ∨I , I
∨,M,ΦI , I)

contains the split maximal torus and Borel subgroup T̂ ⊂ B̂ ∩ M̂I ⊂ M̂I and can be identified as the dual
group of MI . (See [Bor79, §3].)

2.2 Chebotarev density theorem

At several points in this paper, we will have to invoke the Chebotarev density theorem over function fields.
Since this works in a slightly different way to the analogous result in the number field case, we recall the
statement here. We take X to be a geometrically connected, smooth, projective curve over Fq, K = Fq(X),
S a finite set of places of K, and ΓK,S the Galois group of the maximal extension unramified outside S. This
group then sits in a short exact sequence

1 //ΓK,S //ΓK,S //Ẑ //1,
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where the quotient Ẑ corresponds to the everywhere unramified scalar extension Fq ·K/K, and the element

1 ∈ Ẑ acts as geometric Frobenius on Fq. The theorem is now as follows (see [Cha97, Theorem 4.1]).

Theorem 2.1. Suppose given a commutative diagram of groups and continuous homomorphisms

1 //ΓK,S

λ0

��

//ΓK,S

λ

��

//Ẑ

17→γ
��

//1

1 //G0
//G

m //Γ //1,

where G is finite, λ0 is surjective, and Γ is abelian. Let C ⊂ G be a subset invariant under conjugation by
G. Then we have

#{v ∈ X | qv = qn, λ(Frobv) ∈ C}
#{v ∈ X | qv = qn}

=
#C ∩m−1(γn)

#G0
+O(q−n/2),

where the implicit constant depends on X and G, but not on n.

Corollary 2.2. (i) The set {Frobw} of Frobenius elements, indexed by places of KS not dividing S, is
dense in ΓK,S.

(ii) Let l be a prime not dividing q, and let ρ, ρ′ : ΓK,S → GLn(Ql) be continuous semisimple representations
such that tr ρ(Frobv) = tr ρ′(Frobv) for all v 6∈ S. Then ρ ∼= ρ′.

Proof. The second part follows from the first. The first part follows from Theorem 2.1, applied to the finite
quotients of ΓK,S .

3 Invariant theory

In this section we recall some results in the invariant theory of reductive groups acting on affine varieties. We
describe in these terms what it means for group representations valued in reductive groups to be completely
reducible or irreducible. We first consider the theory over a field in §3.1, and then consider extensions of
some of these results for actions over a discrete valuation ring in §3.2.

3.1 Classical invariant theory

Let k be a field.

Lemma 3.1. Let G be a linear algebraic group over k which acts on an integral affine variety X. Let
x ∈ X(k). Then:

(i) The image of the orbit map µx : G → X, g 7→ gx, is an open subset of its closure. We endow the
image G · x with its induced reduced subscheme structure, and call it the orbit of x. It is smooth over
k, and invariant under the action of G on X.

(ii) The following are equivalent:

(a) The map G→ G · x is smooth.

(b) The centralizer ZG(x) is smooth over k.

If these equivalent conditions hold, then we say that the orbit G · x is separable.

Proof. By Chevalley’s theorem, the image µx(G) ⊂ X is a constructible subset of X, so contains a dense
open subset U of its closure Z ⊂ X. We can find a finite extension k′/k and g ∈ G(k′) such that gx = y lies
in U(k′). Let z ∈ µx(G) be a closed point; then we can find a finite extension k′′/k′, a point z′′ ∈ µx(G)(k′′)
lying above z, and h ∈ G(k′′) such that hx = z′′. Then hg−1y = z′′, and hence hg−1Uk′′ is an open subset of
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Zk′′ which contains z′′. Its image under the flat morphism Zk′′ → Z is therefore an open subset containing
the closed point z, which also lies in µx(G). This shows that µx(G) is indeed open in Z. The same argument
using generic flatness shows that the induced map G → G · x is faithfully flat, hence (since G is smooth)
G · x is geometrically reduced. The same argument once more implies that G · x is even smooth over k. The
second part of the lemma now follows from the differential criterion of smoothness.

Now let G be a reductive group over k, and let X be an integral affine variety on which G acts.
We write X�G = Spec k[X]G for the categorical quotient; since G is reductive, it is again an integral affine
variety, which is normal if X is (see e.g. [BR85, §2]). The quotient map π : X → X�G has a number of
good properties:

Proposition 3.2. Let notation be as above. Then:

(i) Let K/k be an algebraically closed overfield. Then π is surjective and G-equivariant at the level of
K-points.

(ii) If W ⊂ X is a G-invariant closed set, then π(W ) is closed.

(iii) If W1,W2 ⊂ X are disjoint G-invariant closed sets, then π(W1) and π(W2) are disjoint.

(iv) For any point x ∈ (X�G)(k), the fibre π−1(x) contains a unique closed G-orbit.

(v) For any affine open subset U ⊂ X�G, there is a natural identification U = π−1(U)�G.

Proof. See [Ses77, Theorem 3].

Richardson studied the varieties Gn, with G acting by diagonal conjugation [Ric88]. His results were
extended to characteristic p by Bate, Martin, and Röhrle [BMR05]. We now recall some of these results.

Definition 3.3. Let G be a reductive group over k, and let H ⊂ G be a closed linear algebraic subgroup.
Suppose that k is algebraically closed.

(i) We say that H is G-completely reducible if for any parabolic subgroup P ⊂ G containing H, there exists
a Levi subgroup of P containing H. We say that H is G-irreducible if there is no proper parabolic
subgroup of G containing H.

(ii) We say that H is strongly reductive in G if H is not contained in any proper parabolic subgroup of
ZG(S), where S ⊂ ZG(H) is a maximal torus.

When the overgroup G is clear from the context, we will say simply that H is completely reducible
(resp. strongly reductive).

Theorem 3.4. Let G be a reductive group over k, and suppose that k is algebraically closed. Let x =
(g1, . . . , gn) be a tuple in Gn(k), and let H ⊂ G be the smallest closed subgroup containing each of g1, . . . , gn.

(i) The G-orbit of x in Gn is closed if and only if H is strongly reductive, if and only if H is G-completely
reducible.

(ii) The G-orbit of x in Gn is stable (i.e. closed, with ZG(x) finite modulo ZG) if and only if H is G-
irreducible.

Proof. The characterization in terms of G-strong reductivity or irreducibility is [Ric88, Theorem 16.4, Propo-
sition 16.7]. The equivalence between strong reductivity and G-complete reducibility is [BMR05, Theorem
3.1].

We apply these techniques to representation theory as follows.

Definition 3.5. Let Γ be an abstract group, and let G be a reductive group over k.
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(i) A homomorphism ρ : Γ → G(k) is said to be absolutely G-completely reducible (resp. absolutely G-
irreducible) if the Zariski closure of ρ(Γ) is G-completely reducible (resp. G-irreducible) after extension
of scalars to an algebraic closure of k.

(ii) A homomorphism ρ : Γ → G(k) is said to be absolutely strongly G-irreducible if it is absolutely G-
irreducible and for any other homomorphism ρ′ : Γ → G(k) such that for all f ∈ k[G]G and for all
γ ∈ Γ we have f(ρ(γ)) = f(ρ′(γ)), ρ′ is also absolutely G-irreducible.

We observe that the Zariski closure of ρ(Γ) is always a linear algebraic group, and that formation
of this Zariski closure commutes with extension of the base field. The notions of G-irreducibility and G-
complete reducibility have been studied by Serre [Ser05]. We will occasionally use the word ‘semisimple’ as
a synonym for ‘G-completely reducible’. The notion of strong G-irreducibility is slightly unnatural, but we
will require it during later arguments.

We now assume for the remainder of §3.1 that k is algebraically closed and that G is a reductive
group over k. If ρ : Γ→ G(k) is any representation, then we can define its semisimplification ρss as follows:
choose a parabolic subgroup P containing the image of ρ(Γ), and minimal with respect to this property.
Choose a Levi subgroup L ⊂ P . Then the composite ρss : Γ → P (k) → L(k) → G(k) is G-completely
reducible, and (up to G(k)-conjugation) independent of the choice of P and L (see [Ser05, Proposition 3.3]).
This operation has an interpretation in invariant theory as well:

Proposition 3.6. Let g = (g1, . . . , gn) ∈ Gn(k), let x = π(g) ∈ (Gn�G)(k), and let P be a parabolic
subgroup of G minimal among those containing g1, . . . , gn. Let L be a Levi subgroup of P . Then:

(i) There exists a cocharacter λ : Gm → G such that L = ZG(λ) and P = {x ∈ G | limt→0 λ(t)xλ(t)−1 exists},
with unipotent radical {x ∈ G | limt→0 λ(t)xλ(t)−1 = 1}.

(ii) Let g′ = (g′1, . . . , g
′
n), where g′i = limt→0 λ(t)giλ(t)−1. Then g′ has a closed orbit in Gn and π(g′) =

π(g). Therefore G · g′ is the unique closed orbit of G in π−1(x).

Proof. The first part follows from [BT65, Théorème 4.15]. For the second part, it follows from the definition
of g′ that g′ ∈ π−1(x)(k) and that g′ equals the image of g ∈ P (k) in L(k) (viewing L as a quotient of P ).
The minimality of P implies that the subgroup of L generated by the components of g′ is L-irreducible,
hence G-completely reducible (by [Ser05, Proposition 3.2]), hence g′ has a closed orbit in Gn.

Proposition 3.7. Let Γ ⊂ G(k) be a subgroup. Then:

(i) Let P ⊂ G be a parabolic subgroup which contains Γ, and which is minimal with respect to this property.
If Γ is G-completely reducible, and L ⊂ P is a Levi subgroup containing Γ, then Γ ⊂ L is L-irreducible.

(ii) The parabolic subgroups P ⊂ G which contain Γ, and which are minimal with respect to this property,
all have the same dimension.

Proof. See [Ser05, Proposition 3.3] and its proof, which shows that if P, P ′ are parabolic subgroups of G
containing Γ, minimal with this property, that P and P ′ contain a common Levi subgroup; this implies that
P , P ′ have the same dimension, because of the formula dimP = 1

2 (dimG+ dimL).

We conclude this section with some remarks about separability. A closed linear algebraic subgroup
H ⊂ G is said to be separable in G if its scheme-theoretic centralizer ZG(H) is smooth. If H is topologically
generated by elements g1, . . . , gn ∈ G(k), then H is separable if and only if the orbit of (g1, . . . , gn) inside
Gn is separable.

Theorem 3.8. Suppose that one of the following holds:

(i) The characteristic of k is very good for G.

(ii) G admits a faithful representation V such that (GL(V ), G) is a reductive pair, i.e. g ⊂ gl(V ) admits a
G-invariant complement.
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Then any linear algebraic closed subgroup of G is separable in G.

Proof. This is [BMRT10, Theorem 1.2] and [BMRT10, Corollary 2.13].

We recall that if G is simple, then the characteristic l is said to be very good if it satisfies the
following conditions, relative to the (absolute) root system of G:

Condition Types
l - n+ 1 An
l 6= 2 B,C,D,E, F,G
l 6= 3 E,F,G
l 6= 5 E8

Then g is a simple Lie algebra, which is self-dual as a representation of G (because there exists a non-
degenerate G-invariant symmetric bilinear form on G; see for example [SS70, Lemma I.5.3]). In general, we
say that l is a very good characteristic for G if it is very good for each of the simple factors of G. In this
case g is a semisimple Lie algebra and the map G → Gad is smooth; indeed, its kernel is the centre of G,
which is smooth by Theorem 3.8.

We will often impose the condition that l = char k is prime to the order of the Weyl group of G;
this is convenient, as the following lemma shows.

Lemma 3.9. Suppose that l = char k is positive and prime to the order of the Weyl group of G. Then l is
a very good characteristic for G.

Proof. Inspection of the tables [Bou68, Planches I – IX].

3.2 Invariants over a DVR

Let l be a prime, and let E ⊂ Ql be a coefficient field, with ring of integers O and residue field k. If Y is
an O-scheme of finite type, and y ∈ Y (k), then we write Y ∧,y for the functor CO → Sets which sends an
Artinian local O-algebra A with residue field k to the pre-image of y under the map Y (A) → Y (k). This

functor is pro-represented by the complete Noetherian local O-algebra ÔY,y. We observe that if f : Y → Z
is a morphism of O-schemes of finite type over O, then f is étale at y if and only if the induced natural
transformation Y ∧,y → Z∧,f(y) is an isomorphism.

Let G be a reductive group over O. Let X be an integral affine flat O-scheme of finite type on which
G acts, and let x ∈ X(k). We write G∧ = G∧,e for the completion at the identity; it is a group functor, and
there is a natural action

G∧ ×X∧,x → X∧,x. (3.1)

We define the categorical quotient X�G = SpecO[X]G and the quotient morphism πX : X → X�G. This
space has a number of good properties that mirror what happens in the case of field coefficients:

Proposition 3.10. Let notation be as above.

(i) The space X�G is an integral O-scheme of finite type, and the quotient map π : X → X�G is G-
equivariant. If X is normal, then X�G is normal.

(ii) For any homomorphism O → K to an algebraically closed field, the map π : X(K) → (X�G)(K)
is surjective and identifies the set (X�G)(K) with the quotient of X(K) by the following equivalence
relation: x1 ∼ x2 if and only if the closures of the G-orbits of x1 and x2 inside X⊗OK have non-empty
intersection.

In particular, each orbit in X(K) has a unique closed orbit in its closure, and π induces a bijection
between the closed orbits in X(K) and the set (X�G)(K).

(iii) For all closed G-invariant subsets W ⊂ X, π(W ) is closed; and if W1,W2 are disjoint closed G-
invariant subsets of X, then π(W1) and π(W2) are disjoint.
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(iv) The formation of invariants commutes with flat base change. More precisely, if R is a flat O-algebra,
then the canonical map O[X]G ⊗O R→ R[XR]GR is an isomorphism. In particular, if G acts trivially
on X then there is a canonical isomorphism (G×X)�G ∼= X (where G acts on itself by left translation).

(v) Let x ∈ X(k) have a closed Gk-orbit, and let U ⊂ X be a G-invariant open subscheme containing x.
Then there exists f ∈ O[X]G such that f(x) 6= 0. Let DX�G(f) ⊂ X�G denote the open subscheme

where f is non-vanishing. Then we can moreover choose f so that DX(f) = π−1
X (DX�G(f)) ⊂ U , and

there is a canonical isomorphism DX(f)�G ∼= DX�G(f).

Proof. We first observe that X admits a G-equivariant closed immersion into V , where V is a G-module
which is finite free as an O-module. Indeed, we choose O-algebra generators f1, . . . , fr ∈ O[X]. Then [Ses77,
Proposition 3] shows that we can find a G-submodule V ⊂ O[X] containing f1, . . . , fr which is finite as an
O-module. Since X is flat, V is free over O, and the surjection S(V ∨) → O[X] then corresponds to the
desired G-equivariant closed immersion X ↪→ V . Most of the above now follows from [Ses77, Theorem 3]
and the fact that O is excellent, hence a universally Japanese ring (see [Sta15, Tag 07QS]).

The fact that formation of quotient commutes with flat base change is [Ses77, Lemma 2]. For the
final part, we observe that the complement X − U is a G-invariant closed subset disjoint from the orbit of
x, so πX(X − U) ⊂ X�G is a closed subset not containing πX(x). We can therefore find f ∈ O[X]G such
that DX�G(f) has trivial intersection with πX(X − U). Then DX(f) satisfies the desired properties.

Note that (ii) shows that for any homomorphism O → K to an algebraically closed field, the natural
map XK�GK → (X�G)K induces a bijection on K-points. This observation will play an important role in
our study of pseudocharacters below. However, the algebras O[X]G ⊗O K and K[XK ]GK are not in general
isomorphic.

We must now establish a special case (Proposition 3.13) of Luna’s étale slice theorem ([BR85,
Proposition 7.6]) in mixed characteristic. It seems likely that one can prove a general version of this result
using the arguments of op. cit., but to do so here would take us too far afield. We will therefore use these
arguments to prove just what we need here.

Lemma 3.11. Let X,Y be normal affine integral O-schemes, flat of finite type, on which G acts. Let
φ : Y → X be a finite G-equivariant morphism, and let y ∈ Y (k) be a point satisfying the following
conditions:

(i) φ is étale at y.

(ii) The orbit Gk · y is closed in Yk.

(iii) The orbit Gk · φ(y) is closed in Xk.

(iv) The restriction of φ to Gk · y is injective at the level of geometric points.

Then the induced morphism φ�G : Y �G→ X�G is étale at πY (y).

Proof. Let E = FracH0(Y,OY ), let K = FracH0(X,OX), and let L denote the Galois closure of E/K.
Let G = Gal(L/K) and H = Gal(L/E). We observe that Y is identified with the normalization of X in
E; we write Z for the normalization of X in L. Then Z is a normal integral flat O-scheme. It is of finite
type, because O is universally Japanese. We also note that Y �G is identified with the normalization of
X�G in E. Indeed, the normality of X implies the normality of X�G, and similarly for Y , by Proposition
3.10 and the morphism Y �G → X�G is finite, because it is integral and of finite type. We give the
argument for integrality: let a ∈ H0(Y,OY )G, and let f(T ) = Tn + a1T

n−1 + · · · + an ∈ K[X] denote the
characteristic polynomial of multiplication by a on E. Since a ∈ H0(Y,OY ) is integral over H0(X,OX),
all of the ai lie in H0(X,OX) ([Bou98, Ch. 5. §1.6, Cor. 1]). We also see that the ai lie in KG, hence in
KG ∩H0(X,OX) = H0(X,OX)G, showing that a is integral over H0(X,OX)G.

We write Z ′ for the normalization of X�G in L. Then Z ′ is also a normal integral flat O-scheme
of finite type. Both Z,Z ′ receive natural actions of the group G, and there is a natural map Z → Z ′

respecting this action. Moreover, we can identify O[Y ] = O[Z]H, O[X] = O[Z]G , O[Y �G] = O[Z ′]H and
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O[X�G] = O[Z ′]G . (Here we need to use the fact that O[X]G is integrally closed in O[X], and similarly for
Y ; compare [BR85, 4.2.3].) In order to show that the map Y �G→ X�G is étale at the point πY (y), we will
make appeal to the following lemma (cf. [BR85, 2.3.1], where it is stated for varieties of finite type over a
field):

Lemma 3.12. Let A be an excellent normal domain with field of fractions K, and let L/K be a Galois
extension of group G. Let H ⊂ G be a subgroup, and let E = LH, B the integral closure of A in E, C the
integral closure of A in L. Let c be a geometric point above a closed point of SpecC, and let b, a denote its
images in SpecB and SpecA, respectively. Then the morphism SpecB → SpecA is étale at b if and only if
StabG(c) ⊂ H.

Proof. For such extensions, being étale is equivalent to being unramified [Sta15, Tag 0BTF]. The desired
characterization then follows from [Bou98, Ch. V, §2.3, Prop. 7].

We fix a geometric point z of Z above y, and write z′ for its image in Z ′, y′ for its image in Y �G,
and x′ for its image in X�G. We let x = φ(y). We get a commutative diagram

Z
ν //

ψ

��

Z ′

ψ′

��
Y

πY //

φ

��

Y �G

φ�G
��

X
πX // X�G.

Since φ is étale at the point y, Lemma 3.12 implies that StabG(z) ⊂ H. On the other hand, we have
ψ(StabG(z′) · z) ⊂ π−1

Y (y′) ∩ φ−1(Gk · x). Since φ is finite, Gk · x = φ(Gk · y) is a closed orbit, hence
φ−1(Gk ·x) is closed, and a union of finitely many Gk-orbits each of which has the same dimension as Gk ·x.
Therefore φ−1(Gk · x) is a disjoint union of closed Gk-orbits. The inverse image π−1

Y (y′) contains a unique
closed Gk-orbit, namely Gk · y, so we find that ψ(StabG(z′) · z) ⊂ Gk · y.

By assumption, the restriction of φ to Gk · y is injective at the level of geometric points. Since
φψ(StabG(z′) · z) = {x} = {φ(y)}, it follows that ψ(StabG(z′) · z) = {y}. The group H acts transitively on
the fibre ψ−1(y) ([Sta15, Tag 0BRI]), so we find StabG(z′) · z ⊂ H · z, hence StabG(z′) ⊂ StabG(z)H = H.
The result now follows from one more application of Lemma 3.12.

Proposition 3.13. Suppose that X is an integral affine smooth O-scheme on which G acts. Let x ∈ X(k)
be a point with Gk · x closed, and ZGk(x) scheme-theoretically trivial. Then:

(i) The action G∧ ×X∧,x → X∧,x (as in (3.1) above) is free (i.e. free on A-points for every A ∈ CO).

(ii) The natural map π : X → X�G induces, after passage to completions, an isomorphism

X∧,x/G∧ ∼= (X�G)∧,π(x).

Proof. We apply [BR85, Proposition 7.6] to obtain a locally closed subscheme S0 ⊂ Xk such that x ∈ S0(k)
and the orbit map Gk × S0 → Xk is étale. In particular, S0 is smooth over k, and we can find a sequence
f1, . . . , fr ∈ OXk,x of elements generating the kernel of OXk,x → OS0,x and with linearly independent image
in the Zariski cotangent space of OXk,x. We lift these elements arbitrarily to f1, . . . , fr ∈ OX,x. Let U be
a Zariski open affine neighbourhood of x in X such that f1, . . . , fr ∈ OX(U), and let S = V (f1, . . . , fr).
After possibly shrinking U , S is an integral locally closed subscheme of X, smooth over O, such that
OS,x/(λ) = OS0,x. In particular, the action map G × S → X is étale at x: it is unramified at x, by
construction, and flat at x by the fibral criterion of flatness [Sta15, Tag 039B]. This shows the first part of
the proposition.

After possibly shrinking S, we can assume that φ : G × S → X is étale everywhere; in particular,
it is quasi-finite. We let G act on G × S be left multiplication on G; then the map φ is G-equivariant. Let
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X ′ denote the normalization of X in G× S. Then i : G× S → X ′ is an open immersion (by Zariski’s main
theorem [Sta15, Tag 03GS]) and η : X ′ → X is finite. Moreover, X ′ is integral, affine, and flat of finite type
over O. There is a unique way to extend the action of G on G× S to an action on X ′ (the key point being
that normalization commutes with smooth base change [Sta15, Tag 03GV], so the action map G×X ′ → X ′

exists by normalization).
We now apply Lemma 3.11 to the point i(1, x) of X ′(k); it follows that the induced morphism

η�G : X ′�G → X�G is étale at i(1, x). In order to be able to apply the lemma, we must check that
Gk · i(1, x) is closed inside X ′. Indeed, Gk · φ(x) is closed inside X, by hypothesis, and η is finite, so
η−1(Gk · φ(x)) is a closed subset of X ′k consisting of finitely many Gk-orbits, each of the same dimension.
They must therefore all be closed, implying that Gk · i(1, x) is itself closed.

This also shows that πX′(i(1, x)) 6∈ πX′(X ′−i(G×S)) (using the third part of Proposition 3.10). The
set πX′(X

′−i(G×S)) ⊂ X ′�G is closed, so we can find a function f ∈ O[X ′]G such that f(X ′−i(G×S)) = 0
and f(i(1, x)) 6= 0. It then follows that i : DG×S(f) → DX′(f) is an isomorphism, and DX′�G(f) ∼=
DX′(f)�G ∼= DG×S(f)�G ∼= DS(f), hence i�G induces an open immersion DS(f)→ X ′�G. The set DS(f)
contains πG×S(1, x), so this completes the proof that φ�G = (η�G) ◦ (i�G) is étale at πG×S(1, x).

In the next section, we will apply this proposition in the following situation: Ĝ is a split reductive
group over O, X = Ĝn for some n ≥ 1, and G = Ĝad acts on X by simultaneous conjugation. If g1, . . . , gn ∈
Ĝ(k) are elements which generate a Ĝ-irreducible subgroup with scheme-theoretically trivial centralizer in

Ĝad, then the point x = (g1, . . . , gn) ∈ X(k) satisfies the conclusion of the proposition.

4 Pseudocharacters and their deformation theory

In this section, we define what it means to have a pseudocharacter of a group valued in a split reductive
group Ĝ. We also prove the fundamental results that completely reducible representations biject with
pseudocharacters (when the coefficient ring is an algebraically closed field); and that representations biject
with pseudocharacters (when the coefficient ring is Artinian local) provided the residual representation is
sufficiently non-degenerate.

Let Ĝ be a split reductive group over Z.

Definition 4.1. Let A be a ring, and let Γ be a group. A Ĝ-pseudocharacter Θ of Γ over A is a collection

of algebra maps Θn : Z[Ĝn]Ĝ → Map(Γn, A) for each n ≥ 1, satisfying the following conditions:

(i) For each n,m ≥ 1 and for each map ζ : {1, . . . ,m} → {1, . . . , n}, f ∈ Z[Ĝm]Ĝ, and γ1, . . . , γn ∈ Γ, we
have

Θn(fζ)(γ1, . . . , γn) = Θm(f)(γζ(1), . . . , γζ(m)),

where fζ(g1, . . . , gn) = f(gζ(1), . . . , gζ(m)).

(ii) For each n ≥ 1, for each γ1, . . . , γn+1 ∈ Γ, and for each f ∈ Z[Ĝn]Ĝ, we have

Θn+1(f̂)(γ1, . . . , γn+1) = Θn(f)(γ1, . . . , γnγn+1),

where f̂(g1, . . . , gn+1) = f(g1, . . . , gngn+1).

Remark 4.2. Let O be a flat Z-algebra, and suppose that A is an O-algebra. Then it is equivalent to give a

pseudocharacter Θ over A or a collection of O-algebra maps Θ′n : O[Ĝn]Ĝ → Map(Γn, A) satisfying the same

axioms with respect to f ∈ O[Ĝn]Ĝ. Indeed, this follows from the fact that O[Ĝn]Ĝ = Z[Ĝn]Ĝ⊗ZO ([Ses77,
Lemma 2]). It is important to note that this may fail to be true when O is no longer flat (for example, if O
is a field of characteristic p > 0), but nevertheless Theorem 4.5 below is still true in this case.

The following lemma justifies our initial interest in pseudocharacters.

Lemma 4.3. Let A be a ring, and let Γ be a group. Suppose given a homomorphism ρ : Γ → Ĝ(A). Then
the collection of maps Θn(f)(γ1, . . . , γn) = f(ρ(γ1), . . . , ρ(γn)) is a pseudocharacter, which depends only on

ρ up to Ĝ(A)-conjugation.
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Proof. Immediate from the definitions.

If ρ is a homomorphism as in the lemma, then we will write tr ρ = (Θn)n≥1 for its associated
pseudocharacter.

We can change the ring and the group:

Lemma 4.4. Let A be a ring, and let Γ be a group.

(i) Let h : A → A′ be a ring map, and let Θ = (Θn)n≥1 be a pseudocharacter over A. Then h∗(Θ) =
(h ◦Θn)n≥1 is a pseudocharacter over A′.

(ii) Let φ : ∆ → Γ be a homomorphism, Θ a pseudocharacter of Γ over A. Then the collection φ∗Θ =
(Θn ◦ φ)n≥1 is a pseudocharacter of ∆ over A.

(iii) Let N ⊂ Γ be a normal subgroup, and let φ : Γ → Γ/N be the quotient homomorphism. Then the
map Θ 7→ φ∗Θ defines a bijection between the set of pseudocharacters of Γ/N over A and the set
of pseudocharacters Ξ = (Ξn)n≥1 of Γ over A such that for all n ≥ 1, the map Ξn takes values in
Map((Γ/N)n, A) ⊂ Map(Γn, A).

Proof. Immediate from the definitions.

Theorem 4.5. Let Γ be a group, and let k be an algebraically closed field. Then the assignment ρ 7→ Θ = tr ρ
induces a bijection between the following two sets:

(i) The set of Ĝ(k)-conjugacy classes of Ĝ-completely reducible homomorphisms ρ : Γ→ Ĝ(k).

(ii) The set of Ĝ-pseudocharacters Θ of Γ over k.

Proof. The proof of this theorem is due to Lafforgue [Lafb, §5]; we review it here as preparation for the
infinitesimal version of the next section, and because some modifications are required in the case of positive
characteristic. Before reading the proof, we invite the reader to first become reacquainted with Proposition
3.2.

We first show how to construct a representation from a pseudocharacter (Θn)n≥1. For any n ≥ 1, the

map Ĝn(k)→ (Ĝn�Ĝ)(k) induces a bijection between the set of Ĝ(k)-conjugacy classes of tuples (g1, . . . , gn)

which generate a Ĝ-completely reducible subgroup of Ĝ, and the set (Ĝn�Ĝ)(k) (as follows from part (iv)
of Proposition 3.2 and Theorem 3.4). The datum of Θn determines for each tuple γ = (γ1, . . . , γn) ∈ Γn a

point ξγ ∈ (Ĝn�Ĝ)(k), these points satisfying certain compatibility relations corresponding to conditions (i)

and (ii) of Definition 4.1. We write T (γ) for a representative of the orbit in Ĝn(k) corresponding to ξγ .

Let H(γ) denote the Zariski closure of the subgroup of Ĝ(k) generated by the entries of T (γ). For

every γ ∈ Γn, we define n(γ) to be the dimension of a parabolic P ⊂ Ĝk minimal among those containing
H(γ); by Proposition 3.7, this is independent of the choice of P satisfying this condition.

Let N = supn≥1,γ∈Γn n(γ). We fix a choice of integer n ≥ 1 and element δ = (δ1, . . . , δn) ∈ Γn

satisfying the following conditions:

(i) n(δ) = N .

(ii) For any n′ ≥ 1 and δ′ ∈ Γn
′

also satisfying (i), we have dimZĜk(H(δ)) ≤ dimZĜk(H(δ′)).

(iii) For any n′ ≥ 1 and δ′ ∈ Γn
′

also satisfying (i) and (ii), we have #π0(ZĜk(H(δ))) ≤ #π0(ZĜk(H(δ′))).

Write T (δ) = (g1, . . . , gn). We are going to show that for every γ ∈ Γ, there exists a unique element g ∈ Ĝ(k)

such that (g1, . . . , gn, g) is Ĝ(k)-conjugate to T (δ1, . . . , δn, γ).
We first show the existence of such an element g. Let T (δ1, . . . , δn, γ) = (h1, . . . , hn, h). We claim

that in fact (h1, . . . , hn) has a closed Ĝk-orbit in Ĝnk ; this is equivalent, by Theorem 3.4, to the assertion

that the elements h1, . . . , hn ∈ Ĝ(k) generate a Ĝ-completely reducible subgroup. Note that (h1, . . . , hn) lies
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above ξδ ∈ (Ĝn�Ĝ)(k) (by (i) of Definition 4.1), so this claim will show that (h1, . . . , hn) is Ĝ(k)-conjugate
to T (δ).

To this end, let P ⊂ Ĝk be a parabolic subgroup minimal among those containing H(δ1, . . . , δn, γ).
We can find a Levi subgroup MP of P which contains H(δ1, . . . , δn, γ). Let NP denote the unipotent radical
of P , and let Q be a minimal parabolic of MP containing h1, . . . , hn. Let MQ be a Levi subgroup of Q, and let
h′1, . . . , h

′
n ∈ MQ(k) denote the images of the elements h1, . . . , hn in MQ(k). Then the elements h′1, . . . , h

′
n

generate an MQ-irreducible subgroup, which is therefore Ĝ-completely reducible (by [Ser05, Proposition

3.2]). It follows from Proposition 3.6 that the tuple (h′1, . . . , h
′
n) is Ĝ(k)-conjugate to T (δ) = (g1, . . . , gn).

In particular, Q contains a conjugate of T (δ), which implies that QNP contains a conjugate of T (δ).
Since QNP is a parabolic subgroup of G, we obtain

n(δ) = N ≤ dimQNP ≤ dimP ≤ N.

It follows that equality holds, QNP = P , and hence Q = MP and hi = h′i for each i = 1, . . . , n. This shows

that (h1, . . . , hn) has a closed Ĝk-orbit in Ĝnk . Consequently, we can find an element x ∈ Ĝ(k) such that
x(h1, . . . , hn)x−1 = (g1, . . . , gn). We can now take g = xhx−1.

This shows the existence of an element g ∈ Ĝ(k) such that (g1, . . . , gn, g) is Ĝ(k)-conjugate to
T (δ1, . . . , δn, γ). To show that this element is unique, suppose g′ is another such element. Then we can find

y ∈ Ĝ(k) such that y(g1, . . . , gn, g)y−1 = (g1, . . . , gn, g
′). In particular, we have y ∈ ZĜ(g1, . . . , gn)(k). We

therefore need to show that
ZĜ(g1, . . . , gn)(k) = ZĜ(g1, . . . , gn, g)(k).

The first group obviously contains the second. The defining properties (i), (ii) and (iii) of δ ∈ Γn then show
that these groups must in fact be equal.

This establishes the claim, and defines a map γ ∈ Γ 7→ g = ρ(γ) ∈ Ĝ(k). We must now show that

this map ρ : Γ → Ĝ(k) is a homomorphism. Let γ, γ′ ∈ Γ. We claim that there exist g, g′ ∈ G(k) such

that (g1, . . . , gn, g, g
′) is Ĝ(k)-conjugate to T (δ1, . . . , δn, γ, γ

′), and that the pair (g, g′) is unique with this
property.

Let (h1, . . . , hn, h, h
′) = T (δ1, . . . , δn, γ, γ

′), and let P be a parabolic containing the elements
h1, . . . , hn, h, h

′, and minimal with respect to this property. Let MP be a Levi subgroup of P also containing
these elements, NP the unipotent radical of P . Then we have dimP = n(δ1, . . . , δn, γ, γ

′) ≤ n(δ1, . . . , δn).
Let Q be a minimal parabolic of MP containing h1, . . . , hn, and let MQ be a Levi subgroup, h′1, . . . , h

′
n the

images of h1, . . . , hn in MQ(k). Then the tuple (h′1, . . . , h
′
n) is Ĝ(k)-conjugate to (g1, . . . , gn) (again by Propo-

sition 3.6 and (i) of Definition 4.1); it follows that n(δ1, . . . , δn) = N ≤ dimQNP ≤ dimP ≤ N , so equality

holds, MQ = Q = MP and QNP = P , and we can find y ∈ Ĝ(k) such that y(h1, . . . , hn)y−1 = (g1, . . . , gn).
We then take (g, g′) = y(h, h′)y−1. The argument that this pair is unique is the same as above.

We claim that the tuples (g1, . . . , gn, g), (g1, . . . , gn, g
′), and (g1, . . . , gn, gg

′) all have closed orbits

in Ĝn+1. This claim will show, together with parts (i) and (ii) of Definition 4.1, that ρ(γ) = g, ρ(γ′) = g′,
and that ρ(γγ′) = gg′. We just show the claim in the case of (g1, . . . , gn, gg

′), the others being similar.

Let P ⊂ Ĝk be a parabolic subgroup minimal among those containing g1, . . . , gn, g, g
′. Then P contains

g1, . . . , gn, so n(δ) = N ≤ dimP ≤ N . Therefore equality holds, and P is also minimal among those

parabolic subgroups of Ĝk containing g1, . . . , gn.
Let MP be a Levi subgroup of P also containing g1, . . . , gn, g, g

′. Then the tuple g1, . . . , gn is
MP -irreducible, hence g1, . . . , gn, gg

′ is MP -irreducible, hence Ĝ-completely reducible. It then follows from
Theorem 3.4 that g1, . . . , gn, gg

′ has a closed orbit in Ĝn+1. This shows that ρ(γγ′) = ρ(γ)ρ(γ′).
We have now shown how, given a pseudocharacter Θ over the algebraically closed field k, to construct

a representation ρ : Γ→ Ĝ(k). This representation moreover satisfies the condition tr ρ = Θ, or equivalently

that for any m ≥ 1, γ = (γ1, . . . , γm) ∈ Γm, and f ∈ Z[Ĝn]Ĝ, we have the formula

f(ρ(γ1), . . . , ρ(γm)) = Θm(f)(γ).

The proof of this is very similar to the verification that ρ is a homomorphism, so we omit it. In order to com-
plete the proof of the theorem, it remains to show that if ρ, ρ′ are two Ĝ-completely reducible homomorphisms
with tr ρ = tr ρ′, then they are in fact Ĝ(k)-conjugate.
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Let us therefore fix a Ĝ-completely reducible homomorphism ρ : Γ → Ĝ(k). We will show that we
can recover ρ from its associated pseudocharacter Θ = tr ρ; given the constructive argument above, this is
no longer surprising. We let the elements ξγ ∈ (Ĝn�Ĝ)(k), T (γ) ∈ Ĝn(k) be as defined above. By [BMR05,

Lemma 2.10], we can find elements δ1, . . . , δn ∈ Γ such that for any parabolic subgroup P ⊂ Ĝk, and for
any Levi subgroup L ⊂ P , P contains ρ(Γ) if and only if P contains ρ(δ1), . . . ρ(δn), and likewise for L.

In particular, our assumption that ρ is Ĝ-completely reducible implies that (ρ(δ1), . . . , ρ(δn)) = (g1, . . . , gn)

(say) has a closed Ĝk-orbit in Ĝnk . After possibly augmenting the tuple (δ1, . . . , δn), we can assume moreover
that ZĜ(g1, . . . , gn)(k) = ZĜ(ρ(Γ))(k).

Let γ ∈ Γ. We claim that ρ(γ) = g is uniquely determined by the condition that (g1, . . . , gn, g)

is Ĝ-conjugate to T (δ1, . . . , δn, γ). It satisfies this property because (g1, . . . gn, g) has a closed orbit, by
construction, and because ρ has associated pseudocharacter Θ. On the other hand, if g′ is another element
with this property, then we can find x ∈ ZĜ(ρ(Γ)) such that xgx−1 = g′. Since g ∈ ρ(Γ), this implies that
g = g′, as required.

Definition 4.6. Let R be a topological ring, and let Γ be a topological group. A pseudocharacter Θ = (Θn)n≥1

over R is said to be continuous if for each n ≥ 1, the map Θn takes values in the subset Mapcts(Γ
n, R) ⊂

Map(Γn, R) of continuous maps.

Proposition 4.7. Suppose that Γ a profinite group, that k is an algebraically closed topological field, and
that ρ : Γ→ Ĝ(k) is a Ĝ-completely reducible representation with tr ρ = Θ. Then:

(i) If ρ is continuous, then Θ is continuous.

(ii) If k admits a rank 1 valuation and is of characteristic 0 (e.g. k = Ql) and Θ is continuous, then ρ is
continuous.

(iii) If k is endowed with the discrete topology (e.g. k = Fl) and Θ is continuous, then ρ is continuous.

Proof. The first part is clear from the definition of tr ρ. The proof of the second part is contained in the proof
of [Lafb, Proposition 5.7]. For the third part, we mimic the proof of uniqueness in Theorem 4.5 to show that
ρ factors through a discrete quotient of Γ. First, we can find elements γ1, . . . , γn ∈ Γ such that if gi = ρ(γi),

i = 1, . . . , n, then ρ(Γ) is contained in the same Levi and parabolic subgroups of Ĝk as (g1, . . . , gn), and we
have ZĜ(g1, . . . , gn) = ZĜ(ρ(Γ)). The proof of Theorem 4.5 shows that we can then recover ρ uniquely as

follows: for each γ ∈ Γ, ρ(γ) is the unique element g ∈ Ĝ(k) such that (g1, . . . , gn, g) has a closed orbit in

Ĝ(k) and for all f ∈ Z[Ĝn+1]Ĝ, we have f(g1, . . . , gn, g) = Θn+1(f)(γ1, . . . , γn, γ).

We now observe that for any f ∈ Z[Ĝn+1]Ĝ, the map Γ → k, γ 7→ Θn+1(f)(γ1, . . . , γn, γ), is

continuous. On the other hand, Z[Ĝn+1]Ĝ is a Z-algebra of finite type ([Ses77, Theorem 3]). It follows

that we can find an open normal subgroup N ⊂ Γ such that for all f ∈ Z[Ĝn+1]Ĝ and for all γ ∈ N ,
we have Θn+1(f)(γ1, . . . , γn, γ) = Θn+1(f)(γ1, . . . , γn, 1), hence f(g1, . . . , gn, ρ(γ)) = f(g1, . . . , gn, 1). The
above characterization of ρ now shows that this forces ρ(γ) = 1, hence ρ factors through the finite quotient
Γ/N , and is a fortiori continuous.

Theorem 4.8. Let l be a prime, and let Γ be a profinite group.

(i) Let Θ be a continuous Ĝ-pseudocharacter of Γ over Ql. Then there exists a coefficient field E ⊂ Ql
such that Θ takes values in OE.

(ii) Let ρ : Γ → Ĝ(Ql) be a continuous homomorphism. Then after replacing ρ by a Ĝ(Ql)-conjugate, we

can find a coefficient field E ⊂ Ql such that ρ takes values in Ĝ(OE).

(iii) Let ρ : Γ → Ĝ(Ql) be a continuous homomorphism. Choose a conjugate ρ′ with values in Ĝ(OE) for

some coefficient field E ⊂ Ql. Then the semisimplification ρ : Γ→ Ĝ(Fl) of ρ′ mod $OE is continuous

and, up to Ĝ(Fl)-conjugacy, independent of any choices.
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Proof. The first part of the theorem follows from the second: given Θ, we can find a continuous representation
ρ : Γ → Ĝ(OE) such that Θ = tr ρ, hence Θ takes values in OE . To prove the second part, we will use
Bruhat–Tits theory (see [Tit79]). Let us first note that a standard argument using the Baire category

theorem shows that ρ(Γ) is contained in Ĝ(E) for some finite extension E/Ql. (Indeed, ρ(Γ) is a Baire space

which is exhausted by the closed subgroups ρ(Γ) ∩ Ĝ(E), as E varies over all finite extensions of Ql inside
Ql; therefore one of these contains an open subgroup of ρ(Γ), therefore of finite index. Enlarging E, it will
then have the desired property.)

Let DĜ denote the derived subgroup of Ĝ. Then Ĝ(E) acts on the building B(DĜ, E). Let Ĝ(E)0

denote the subgroup of elements g ∈ G(E) such that for all χ ∈ X∗(Ĝ), χ(g) ∈ O×E . The maximal compact

subgroups of Ĝ(E) can all be realized as stabilizers in Ĝ(E)0 of vertices in B(DĜ, E). There is a unique

hyperspecial point x0 ∈ B(DĜ, E) such that StabĜ(E)0(x0) = Ĝ(OE).

If E′/E is a finite extension, then there is an inclusion iE,E′ : B(DĜ, E) ↪→ B(DĜ, E′) that is

equivariant for the action of Ĝ(E) ⊂ Ĝ(E′). According to [Lar95, Lemma 2.4], we can find a totally ramified

extension E′/E and a point x ∈ B(DĜ, E) such that iE,E′(x) is hyperspecial and stabilized by ρ(Γ). Since

all hyperspecial vertices are conjugate under the action of Ĝad(E′), this means that after replacing ρ by a

Ql-conjugate, and possibly enlarging E′ further, ρ(Γ) ⊂ Ĝ(OE′). This establishes the second part of the
theorem.

After reducing modulo the maximal ideal of OE′ and semisimplifying, we get the desired represen-
tation ρ : Γ→ Ĝ(Fl). It remains to check that this representation is continuous and, up to Ĝ(Fl)-conjugacy,
independent of any choices. It is continuous because ρ′ mod mE is continuous. Its isomorphism class is
independent of choices by Theorem 4.5 and because tr ρ = Θ depends only on the original representation
ρ.

Definition 4.9. Let l be a prime, and let Γ be a profinite group.

(i) If ρ : Γ → Ĝ(Ql) is a continuous representation, then we write ρ : Γ → Ĝ(Fl) for the semisimple
residual representation associated to it by Theorem 4.8, and call it the reduction modulo l of ρ.

(ii) If Θ is a continuous pseudocharacter over Ql, then we write Θ for the continuous pseudocharacter over
Fl which is the reduction of Θ modulo the maximal ideal of Zl, and call it the reduction modulo l of Θ.

If Ĝ = GLn, then these notions of reduction modulo l are the familiar ones.

4.1 Artinian coefficients

Now fix a prime l, and let E ⊂ Ql be a coefficient field. Let Γ be a profinite group. Let ρ : Γ → Ĝ(k)
be a representation with associated pseudocharacter Θ = tr ρ. In this situation, we can introduce the
functor PDefΘ : CO → Sets which associates to any A ∈ CO the set of pseudocharacters Θ over A with
Θ mod mA = Θ. We also introduce the functor Defρ : CO → Sets which associates to any A in CO the

set of conjugacy classes of homomorphisms ρ : Γ → Ĝ(A) such that ρ mod mA = ρ under the group

ker(Ĝad(A)→ Ĝad(k)). (This deformation functor will be studied further in §5 below.)
We then have the following infinitesimal version of Theorem 4.5, which is an analogue of Carayol’s

lemma for pseudocharacters valued in GLn [Car94]:

Theorem 4.10. With notation as above, suppose further that the centralizer of ρ in Ĝad
k is scheme-

theoretically trivial and that ρ is absolutely Ĝ-completely reducible. Then the map ρ 7→ tr ρ induces an
isomorphism of functors Defρ → PDefΘ.

Proof. If n ≥ 1, let Xn = ĜnO, Yn = Xn�Ĝad
O , π : Xn → Yn the quotient map. We will use the following

consequence of Proposition 3.13:

• Let x = (g1, . . . , gn) ∈ Xn(k) be a point with scheme-theoretically trivial centralizer in Ĝad
k and closed

Ĝ-orbit in Ĝnk . Then Ĝad,∧
O acts freely on X∧,xn , and the map X∧,xn → Y

∧,π(x)
n factors through an

isomorphism X∧,xn /Ĝad,∧
O
∼= Y

∧,π(x)
n .
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Suppose that A ∈ CO, and let Θ ∈ PDefΘ(A). We will construct a preimage ρ : Γ→ Ĝ(A). Let γ1, . . . , γn ∈ Γ
be elements such that g1 = ρ(γ1), . . . , gn = ρ(γn) cover ρ(Γ). Then ZĜad(g1, . . . , gn) = {1}. Let x =

(g1, . . . , gn). Then Θn determines a point of Y
∧,π(x)
n (A), and we choose (g1, . . . , gn) ∈ X∧,xn (A) to be an

arbitrary pre-image of this point. By the above bullet point, any other choice is conjugate to this one by a
unique element of Ĝad,∧

O (A).
Let γ ∈ Γ be any element, and let y = (g1, . . . , gn, ρ(γ)). We have a commutative diagram, given by

forgetting the last entry:

X∧,yn+1
//

��

Y
∧,π(y)
n+1

��
X∧,xn

// Y ∧,π(x)
n .

The horizontal arrows are both Ĝad,∧
O -torsors, which implies that this diagram is even Cartesian, hence

there is a unique tuple (g1, . . . , gn, g) ∈ X∧,yn+1(A) which lifts (g1, . . . , gn) and which has image in Y
∧,π(y)
n+1

corresponding to Θn+1(γ1, . . . , γn, γ).

It is now an easy verification that the assignment γ ; g = ρ(γ) is a homomorphism ρ : Γ → Ĝ(A)
with tr ρ = Θ. This shows that the natural transformation Defρ → PDefΘ is surjective. It is clear from the
construction that it is also injective, so this completes the proof.

5 Galois representations and their deformation theory

Let Ĝ be a split semisimple group over Z. We fix a prime l which is a very good characteristic for Ĝ, as well
as a coefficient field E ⊂ Ql. Let Γ be a profinite group satisfying Mazur’s condition Φl [Maz89]. In this

section, we consider the deformation theory of representations of Γ to Ĝ with l-adic coefficients. We first
describe the abstract theory, and then specialize to the case where Γ = ΓK,S is the Galois group of a global
field of positive characteristic.

In this case there are many effective tools available, such as the Galois cohomology of global fields,
the work of L. Lafforgue on the global Langlands correspondence for GLn [Laf02], and Gaitsgory’s solution of
de Jong’s conjecture [Gai07]. We will apply these results to get a good understanding of Galois deformation
rings, even before we begin to make a direct connection with automorphic forms on G (see for example
Theorem 5.14).

5.1 Abstract deformation theory

We start with a fixed absolutely Ĝ-irreducible homomorphism ρ : Γ→ Ĝ(k).

Lemma 5.1. The scheme-theoretic centralizer of ρ(Γ) in Ĝad
k is étale over k, and H0(Γ, ĝk) = 0.

Proof. Since H0(Γ, ĝk) can be identified with the group of k[ε]-points of the scheme-theoretic centralizer
ZĜad(ρ(Γ)), it is enough to show that this centralizer is étale. By Theorem 3.8, this happens exactly when
this centralizer is finite; and this is true, by Theorem 3.4.

Definition 5.2. Let A ∈ CO. A lifting of ρ over A is a homomorphism ρ : Γ→ Ĝ(A) such that ρ mod mA =

ρ. Two liftings ρ, ρ′ are said to be strictly equivalent if there exists g ∈ ker(Ĝ(A) → Ĝ(k)) such that
gρg−1 = ρ′. A strict equivalence class of liftings over A is called a deformation over A.

Remark 5.3. In the definition of strict equivalence, it would be equivalent to consider conjugation by
ker(Ĝad(A)→ Ĝad(k)), since the natural map Ĝ∧O → Ĝad,∧

O is an isomorphism (because Ĝ is semisimple and
we work in very good characteristic).

Definition 5.4. We write Defρ : CO → Sets for the functor which associates to A ∈ CO the set of deforma-
tions of ρ over A.
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Proposition 5.5. The functor Defρ is pro-represented by a complete Noetherian local O-algebra Rρ.

Proof. Let Def�ρ denote the functor of liftings of ρ. Then the group functor Ĝad,∧
O acts freely on Def�ρ ,

by Lemma 5.1, and there is a natural transformation Def�ρ → Defρ that induces, for any A ∈ CO, an

isomorphism Def�ρ (A)/Ĝad,∧
O (A) ∼= Defρ(A). It is easy to see that the functor Def�ρ is pro-represented by

a complete Noetherian local O-algebra with residue field k. It now follows from [KW09, Proposition 2.5]
(quotient by a free action) that Defρ is itself pro-representable.

Proposition 5.6. There exists a presentation Rρ ∼= OJX1, . . . , XgK/(f1, . . . , fr), where g = dimkH
1(Γ, ĝk)

and r = dimkH
2(Γ, ĝk). (These dimensions are finite because we are assuming that the group Γ satisfies

Mazur’s property Φl.)

Proof. This follows from a well-known calculation with cocyles, which exactly parallels that done by Mazur
[Maz89].

We now suppose that we are given a representation i : Ĝ → GL(V ) of finite kernel (V a finite free
Z-module) such that iρ : Γ→ GL(Vk) is absolutely irreducible and l > 2(dimV − 1).

Lemma 5.7. With these assumptions, gl(Vk) is a semisimple k[Γ]-module and the map ĝk → gl(Vk) is split
injective.

Proof. The semisimplicity of gl(Vk) follows from [Ser05, Corollaire 5.5], the irreducibility of iρ, and our
hypothesis on l. Since iρ is absolutely irreducible, we see that VQ is an irreducible highest weight module of

ĜQ. Our hypothesis on l then implies that it is of low height, in the sense that for a given set of positive

roots Φ+ such that VQ has highest weight λ, we have
∑
α∈Φ+〈λ, α∨〉 < l. (This condition can be checked on

the principal SL2, and we have an explicit bound on the dimension of the SL2-submodules that can occur.)
This, together with our hypothesis that i has finite kernel, implies that the map ĝk → gl(Vk) is injective
(apply for example [LS96, Lemma 1.2]).

The map ρ 7→ iρ leads to a natural transformation Defρ → Defiρ, hence (by Yoneda) a map
Riρ → Rρ.

Proposition 5.8. The map Riρ → Rρ is surjective.

Proof. Since we deal with complete local O-algebras with the same residue field, this can be checked on the
level of tangent spaces: we must show that the map H1(Γ, ĝk) → H1(Γ, gl(Vk)) is injective. This follows
from Lemma 5.7.

We record a lemma which generalizes an observation of Wiles for GL2 (see [Wil95, Proposition 1.2]).

Lemma 5.9. Let E′/E be a finite extension, and suppose given a homomorphism f : Rρ[1/l] → E′ of

E-algebras. Let ρf : Γ → Ĝ(E′) denote the specialization along f of a representative of the universal
deformation of ρ, and let p = ker f . Then there is a canonical isomorphism

p/p2 ⊗k(p) E
′ ∼= H1(Γ, ĝE′)

∨

of E′-vector spaces. In particular, if H1(Γ, ĝE′) = 0 then SpecRρ[1/l] is formally unramified over SpecE at
p.

Proof. Let R′ρ denote the universal deformation ring as defined on the category COE′ . Then there is a
canonical isomorphism R′ρ

∼= Rρ⊗OE OE′ , and a calculation shows that after this extension of scalars, we are
free to assume that the prime ideal p ∈ SpecRρ[1/l] has residue field k(p) = E = E′. Let q = ker(Rρ → E);
then q[1/l] = p and q/q2 is a finite O-module. For any n ≥ 1, there is an isomorphism

HomO(q/q2,O/($n)) ∼= H1(Γ, ĝO/($n)),

both sides being identified with the set of O-algebra maps Rρ/q
2 → O ⊕ εO/($n). The result now follows

on passing to the inverse limit and inverting l.
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5.2 The case Γ = ΓK,S

We keep the assumptions of §5.1 and now make a particular choice of Γ. Let Fq be a finite field of characteristic
not l, and let X be a smooth, projective, geometrically connected curve over Fq, K = Fq(X), and S a finite
set of places of K. We now take Γ = ΓK,S to be the Galois group of the maximal extension of K unramified
outside S (see §2). This group satisfies Mazur’s condition Φl, so we immediately obtain:

Proposition 5.10. The functor Defρ of deformations [ρ : ΓK,S → Ĝ(A)] is represented by a complete
Noetherian local O-algebra Rρ,S.

We add S to the notation since we will later want to vary it.
We note that if M is a discrete k[ΓK,S ]-module, finite-dimensional as k-vector space, then there are

two natural cohomology groups that can be associated to it: the usual Galois cohomology Hi(ΓK,S ,M),
and the étale cohomology Hi(X − S,M) of the associated sheaf on X − S. These groups are canonically
isomorphic if either S is non-empty or X is not a form of P1. Since we are assuming that ρ exists, one of
these conditions is always satisfied. In particular, we have access to the Euler characteristic formula and the
Poitou–Tate exact sequence for the groups Hi(ΓK,S ,M), even in the case where S is empty.

Proposition 5.11. There is a presentation Rρ,S ∼= OJX1, . . . XgK/(f1, . . . , fg), where g = dimkH
1(ΓK,S , ĝk).

Proof. Let hi = dimkH
i. The Euler characteristic formula ([Mil06, Theorem 5.1]) says h0(ΓK,S , ĝk) −

h1(ΓK,S , ĝk) + h2(ΓK,S , ĝk) = 0. Lemma 5.1 implies that h0 = 0. The result then follows from Proposition
5.6.

Proposition 5.12. Let E′/E be a finite extension, and suppose given a homomorphism f : Rρ,S [1/l]→ E′

of E-algebras. Let ρf : Γ → Ĝ(E′) denote the specialization along f of a representative of the universal
deformation of ρ, and let p = ker f . Then SpecRρ,S [1/l] is formally unramified over SpecE at p.

Proof. We can again assume that E′ = E. By Lemma 5.9, it is enough to show that the group H1(ΓK,S , ĝE)
vanishes. We will show this using the theory of weights. Let K = Fq · K, a subfield of Ks, and let
ΓK,S = Gal(KS/K). Then we have a short exact sequence of profinite groups

1 //ΓK,S //ΓK,S //Ẑ //1,

where the element 1 ∈ Ẑ is the geometric Frobenius. Corresponding to this short exact sequence we have an
inflation restriction exact sequence

0 //H1(Ẑ, H0(ΓK,S , ĝE)) //H1(ΓK,S , ĝE) //H1(ΓK,S , ĝE).

Let X = XFq , S ⊂ X the divisor living above S. Then there are canonical isomorphisms for j = 0, 1:

Hj(ΓK,S , ĝE) ∼= Hj(X − S,F),

where F is the lisse E-sheaf on X − S corresponding to the representation ĝE of π1(X − S) ∼= ΓK,S . (The
implicit geometric point of X − S is the one corresponding to the fixed separable closure Ks of the function
field of X.) We note that the representation ρf is absolutely Ĝ-irreducible, because ρ is. Let H denote

the Zariski closure of ρf (ΓK,S) ⊂ Ĝ(E). It follows that the identity component of H is a semisimple group.

Indeed, H is reductive, because ρf is absolutely Ĝ-irreducible; and then semisimple, because Ĝ is semisimple.
In particular, the irreducible constituents of the E[ΓK,S ]-module ĝE have determinant of finite order.

We find that the sheaf F is punctually pure of weight 0 [Laf02, Théorème VII.6], so Deligne’s proof
of the Weil conjectures [Del80] shows that each group Hj(ΓK,S , ĝE), endowed with its Frobenius action,

is mixed of weights ≥ j. In particular, we get H0(Ẑ, H1(ΓK,S , ĝE)) = 0. On the other hand, the space

H1(Ẑ, H0(ΓK,S , ĝE)) is isomorphic to the space of Frobenius coinvariants in H0(ΓK,S , ĝE), which can be
non-zero only if the space of Frobenius invariants, otherwise known as H0(ΓK,S , ĝE), is non-zero. However,
this space must be zero because the space H0(ΓK,S , ĝk) is zero, by Lemma 5.1.

20



Theorem 5.13. Suppose that Ĝ = SLn. Then Rρ,S is a reduced finite flat complete intersection O-algebra.

Proof. If n = 1, the result is trivial, so we may assume n ≥ 2, hence l > 2 (because we work in very good
characteristic). We first show that Rρ,S is finite flat over O. By Proposition 5.11, it suffices to show that
Rρ,S/($) is a finite k-algebra, as then Rρ,S/($) is a complete intersection and $ is a non-zero divisor on
Rρ,S , hence Rρ,S is finite over O and O-torsion-free, hence flat (see for example [BH93, Theorem 2.1.2]).
We follow a similar argument to [dJ01, §3]. We first observe that de Jong’s conjecture, [dJ01, Conjecture
1.1], was proved for l > 2 by Gaitsgory in [Gai07, Theorem 3.6]. It asserts that the image of the group ΓK,S
under any continuous representation ρ : ΓK,S → GLn(k((t))) is finite.

Suppose for contradiction that Rρ,S/($) is infinite. After perhaps enlarging k, we can (as in [dJ01,
3.14]) find a k-algebra homomorphism α : Rρ,S/($)→ kJtK with open image. Let ρ : Γ→ SLn(kJtK) be the
pushforward of a representative of the universal deformation. By the above theorem of Gaitsgory, ρ factors
via a quotient ΓK,S → Γ0 that fits into a commutative diagram of groups with exact rows

1 //ΓK,S

��

//ΓK,S

��

//Ẑ

=

��

//1

1 //Γ0
//Γ0

//Ẑ //1,

where Γ0 is finite. In particular, the second row of this diagram is split and the centre ZΓ0 ⊂ Γ0 is open. By
the absolute irreducibility of ρ the centre of Γ0 is mapped to the centre of SLn(kJtK) under ρ. This centre
is finite, so we deduce that ρ(Γ0) is finite, hence (applying [dJ01, Lemma 3.15]) that ρ is strictly equivalent
to the trivial deformation of ρ to kJtK. From the universality of Rρ,S/($) for deformations to complete
Noetherian local k-algebras with residue field k, one deduces that α factors via k, contradicting the openness
of the image of α in kJtK.

We have shown that Rρ,S is a finite flat complete intersection O-algebra. In particular, it is reduced
if and only if it is generically reduced, e.g. if Rρ,S [1/l] is an étale E-algebra. This follows from Proposition
5.12, and this completes the proof.

We now combine this theorem with Proposition 5.8 to obtain the following result for a general
semisimple group Ĝ.

Theorem 5.14. Suppose that there exists a representation i : Ĝ → GL(V ) of finite kernel such that iρ :
ΓK,S → GL(Vk) is absolutely irreducible and l > 2(dimV − 1). Then Rρ,S is a reduced finite flat complete
intersection O-algebra. In particular, there exists a finite extension E′/E and a continuous homomorphism

ρ : ΓK,S → Ĝ(OE′) such that ρ mod ($E′) = ρ.

Proof. Our assumptions imply that l is a very good characteristic for SL(V ). Theorem 5.13 implies that
Riρ,S is a finite O-algebra. Proposition 5.8 then implies that Rρ,S is a finite O-algebra. Proposition 5.11
then implies that Rρ,S is in fact a finite flat complete intersection O-algebra. Proposition 5.12 then implies
that Rρ,S [1/l] is an étale E-algebra; in particular, it is reduced. Since a complete intersection ring is reduced
if and only if it is generically reduced, we find that Rρ,S is in fact reduced. (This is the same argument we
have already applied in the case G = SLn in the proof of Theorem 5.13.) This completes the proof.

5.3 Taylor–Wiles places

We continue with the notation of §5.2. Thus Ĝ is semisimple, S is a finite set of places of K = Fq(X), and

ρ : ΓK,S → Ĝ(k) is absolutely Ĝ-irreducible. We can and do assume, after possibly enlarging E, that for

every regular semisimple element h ∈ ρ(ΓK,S), the torus ZĜ(h)◦ ⊂ Ĝk is split. Let ρS : ΓK,S → Ĝ(Rρ,S)

denote a representative of the universal deformation. We fix a split maximal torus T̂ ⊂ Ĝ, and write T for
the split torus over Z with X∗(T ) = X∗(T̂ ).

Lemma 5.15. Let v ∈ S be a prime such that ρ|ΓKv is unramified, qv ≡ 1 mod l, and ρ(Frobv) is regular

semisimple. Let Tv = ZĜ(ρ(Frobv))
◦, and choose an inner isomorphism ϕ : T̂k ∼= Tv (there are #W possible

choices). Then:
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(i) There exists a unique torus T̃v ⊂ ĜRρ,S lifting Tv such that ρS |ΓKv takes values in T̃v(Rρ,S), and a

unique isomorphism ϕ̃ : T̂Rρ,S
∼= T̃v lifting ϕ.

(ii) The homomorphism ϕ̃−1 ◦ ρS |IKv : IKv → T̂ (Rρ,S) has finite l-power order.

Proof. Any two split maximal tori of Ĝk are Ĝ(k)-conjugate, so we can choose g ∈ Ĝ(k) such that gT̂kg
−1 =

Tv (this is what we mean by an inner isomorphism). We take ϕ to be conjugation by this element.
The representation ρS |ΓKv factors through the tame quotient ΓtKv of ΓKv . Let φv ∈ ΓtKv be an

(arithmetic) Frobenius lift and tv ∈ ΓtKv a generator of the l-part of tame inertia, so that φvtvφ
−1
v = tqvv .

Then there exists a unique maximal torus T̃v ⊂ ĜRρ,S containing the element ρS(φv) ∈ Ĝ(Rρ,S) (apply
[ABD+64, Exp. XIII, 3.2]). This torus is split, and we can even ([ABD+64, Exp. IX, 7.3]) find an element

g̃ ∈ Ĝ(Rρ,S) lifting g such that g̃T̂Rρ,S g̃
−1 = T̃v. We take ϕ̃ to be conjugation by this element. We will show

that ρS(ΓKv ) takes image in T̃v(Rρ,S). In particular, this image is abelian, and the first part of the lemma
will follow. The second part will then follow by local class field theory.

To do this, we will show by induction on i ≥ 1 that ρS(tv) mod mi lies in T̃v(Rρ,S/m
i), where m

denotes the maximal ideal of Rρ,S . The case i = 1 is clear, as ρ is unramified at v. For the inductive step, we

assume that ρS(tv) mod mi lies in T̃v, and show that the same is true mod mi+1. Let t′v ∈ T̃v(Rρ,S/mi+1) be
an element with ρS(tv) ≡ t′v mod mi. Thus ρS(φv) mod mi+1 and t′v commute. We can write t′v = ρS(tv)ε,
for some element

ε ∈ ker(Ĝ(Rρ,S/m
i+1)→ Ĝ(Rρ,S/m

i)) ∼= ĝk ⊗k mi/mi+1.

(For the existence of this isomorphism, see for example [Pin98, Proposition 6.2].) The conjugation action of

Ĝ(Rρ,S/m
i+1) on the subgroup ĝk ⊗k mi/mi+1 factors through the adjoint action of Ĝ(k) on ĝk. Thus the

elements t′v and ε commute, because t′v mod m = ρ(tv) is trivial.
In particular, we see that the relation φvtvφ

−1
v = tqvv implies a relation

ρS(φv)ρS(tv)ρS(φv)
−1 = ρS(φv)t

′
vε
−1ρS(φv)

−1 = t′vρS(φv)ε
−1ρS(φv)

−1 = ρS(tv)
qv = (t′vε

−1)qv = (t′v)
qvε−1,

hence (t′v)
qv−1 = ρS(φv)ε

−1ρS(φv)
−1ε. We write ε = X, for some X ∈ ĝk ⊗k mi/mi+1, and decompose

X = X0 +
∑
α∈Φ(Ĝk,Tv)Xα with respect to the Cartan decomposition of ĝk (with respect to the torus

Tv ⊂ Ĝk). We finally get

ρS(φv)ε
−1ρS(φv)

−1ε = −Ad ρ(φv)(X) +X = (t′v)
qv−1,

and the α-component of this is (1 − α(ρ(φv)))Xα = 0. Since ρ(φv) is regular semisimple, we find that

Xα = 0 for each α ∈ Φ(Ĝk, Tv), or equivalently that ε ∈ tv ⊗k mi/mi+1, where tv = LieTv. It follows that

ρS(tv) mod mi+1 ∈ T̃v(Rρ,S/mi+1). This is what we needed to prove.

With this lemma in hand, we make the following definition.

Definition 5.16. A Taylor–Wiles datum for ρ : ΓK,S → Ĝ(k) is a pair (Q, {ϕv}v∈Q) as follows:

(i) Q is a finite set of place K, disjoint from S, such that for each v ∈ Q, ρ(Frobv) is regular semisimple
and qv ≡ 1 mod l.

(ii) For each v ∈ Q, ϕv : T̂k ∼= ZĜ(ρ(Frobv)) is a choice of inner isomorphism. In particular, the group
ZĜ(ρ(Frobv)) is connected.

If Q is a Taylor–Wiles datum, then we define ∆Q to be the maximal l-power order quotient of the group∏
v∈Q T (k(v)).

Lemma 5.17. If (Q, {ϕv}v∈Q) is a Taylor–Wiles datum, then Rρ,S∪Q has a natural structure of O[∆Q]-
algebra, and there is a canonical isomorphism Rρ,S∪Q ⊗O[∆Q] O ∼= Rρ,S.

22



Proof. Let ρS∪Q denote a representative of the universal deformation. Lemma 5.15 shows that for each

v ∈ Q, inertia acts on ρS∪Q via a character χv = ϕ̃−1
v ◦ρS∪Q|IKv : IKv → T̂ (Rρ,S∪Q) which has finite l-power

order and which is uniquely determined by ϕv.
This homomorphism χv factors through the quotient IKv → k(v)× given by local class field theory.

The homomorphism χv : k(v)× → T̂ (Rρ,S∪Q) corresponds, by a simple version of Langlands duality (cf.
Lemma 7.1 below), to a character χ′v : T (k(v)) → R×ρ,S∪Q. After taking products we get an algebra
homomorphism O[∆Q] → Rρ,S∪Q. The quotient Rρ,S∪Q ⊗O[∆Q] O is identified with the maximal quotient
over which ρS∪Q is unramified, hence with Rρ,S . This completes the proof.

The following definition plays the role of ‘big’ or ‘adequate’ subgroups of GLn(k) in previous works
on automorphy lifting (compare [CHT08, Tho12]).

Definition 5.18. We say that a subgroup H ⊂ Ĝ(k) is Ĝ-abundant if it satisfies the following conditions:

(i) The groups H0(H, ĝk), H0(H, ĝ∨k ), H1(H, ĝ∨k ) and H1(H, k) all vanish. For each regular semisimple

element h ∈ H, the torus ZĜ(h)◦ ⊂ Ĝk is split.

(ii) For every simple k[H]-submodule W ⊂ ĝ∨k , there exists a regular semisimple element h ∈ H such that

Wh 6= 0 and ZĜ(h) is connected. (We recall that ZĜ(h) is always connected if Ĝk is simply connected.)

Proposition 5.19. Suppose that the group ρ(ΓK(ζl)) ⊂ Ĝ(k) is Ĝ-abundant and that for each v ∈ S, the
group H0(Kv, g

∨
k (1)) is trivial. Then for each N ≥ 1, there exists a Taylor–Wiles datum (Q, {ϕv}v∈Q)

satisfying the following conditions:

(i) For each v ∈ Q, qv ≡ 1 mod lN , and #Q = h1(ΓK,S , ĝk) = h1(ΓK,S , ĝ
∨
k (1)).

(ii) We have h1
Q-triv(ΓK,S , ĝ

∨
k (1)) = 0. (By definition, this is the dimension of the kernel of the map

H1(ΓK,S , ĝ
∨
k (1))→ ⊕v∈QH1(Kv, ĝ

∨
k (1)).)

(iii) There exists a surjection OJX1, . . . , XgK → Rρ,S∪Q with g = h1(ΓK,S , ĝk) + (r − 1)#Q, where r =

rank Ĝ.

Proof. The proof is a variation on the usual themes. Fix an integer N ≥ 1. We claim that it suffices to find
a Taylor–Wiles datum (Q, {ϕv}v∈Q) satisfying just the following conditions:

• For each v ∈ Q, qv ≡ 1 mod lN , and #Q = h1(ΓK,S , ĝ
∨
k (1)).

• We have h1
Q-triv(ΓK,S , ĝ

∨
k (1)) = 0.

Indeed, given a Taylor–Wiles datum, the Cassels–Poitou–Tate exact sequence takes the form (see [Čes,
Theorem 6.2]):

0 //H1
Q-triv(ΓK,S∪Q, ĝ

∨
k (1)) //H2(ΓK,S∪Q, ĝk) //⊕v∈QH2(Kv, ĝk) //0.

Combining this with the Euler characteristic formula (already used in the proof of Proposition 5.11), we
obtain the formula

h1(ΓK,S∪Q, ĝk)− h1
Q-triv(ΓK,S , ĝ

∨
k (1)) =

∑
v∈Q

(rank Ĝ) = r#Q.

(We have used the equalities h2(Kv, ĝk) = h0(Kv, ĝ
∨
k (1)) = r (v ∈ Q) and h0(ΓK(ζl), ĝk) = 0.) In particular,

the case Q = ∅ gives the equality h1(ΓK,S , ĝk) = h1(ΓK,S , ĝ
∨
k (1)). For Q satisfying the above two bullet

points, we obtain
h1(ΓK,S∪Q, ĝk) = r#Q = h1(ΓK,S∪Q, ĝk) + (r − 1)#Q,

hence the third point in the statement of the proposition.
By induction, it will suffice to show that for any non-zero cohomology class [ψ] ∈ H1(ΓK,S , ĝ

∨
k (1)),

we can find infinitely many places v 6∈ S of K such that qv ≡ 1 mod lN , ρ(Frobv) is regular semisimple with
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connected centralizer in Ĝk, and resKv [ψ] 6= 0. Indeed, we can then add one place at a time to kill off all
the elements of the group H1(ΓK,S , ĝ

∨
k (1)). By the Chebotarev density theorem, it will even suffice to find

for each non-zero cohomology class [ψ] ∈ H1(ΓK,S , ĝ
∨
k (1)) an element σ ∈ ΓK(ζlN ) such that ρ(σ) is regular

semisimple with connected centralizer in Ĝk, and the σ-equivariant projection of ψ(σ) to ĝ∨k (1)σ is non-zero.
To this end, let KN = K(ζlN ), and let LN denote the extension of KN cut out by ρ. Our hypothesis

that H1(ρ(ΓK(ζl)), k) = 0 (part of Definition 5.18) implies that we have ρ(ΓK1) = ρ(ΓKN ). In particular, the

group ρ(ΓKN ) is Ĝ-abundant, which implies (by inflation-restriction) that the element ResLN [φ] determines
a non-zero, ΓKN -equivariant homomorphism f : ΓLN → ĝ∨k (1). Let W be a simple k[ΓKN ]-submodule of the
k-span of f(ΓLN ), and choose σ0 ∈ ΓKN such that ρ(σ0) is regular semisimple with connected centralizer in

Ĝk and Wσ0 6= 0. We write pσ0
: ĝ∨k (1) → ĝ∨k (1)σ0 for the σ0-equivariant projection. Then the condition

Wσ0 6= 0 is equivalent to the condition pσ0
W 6= 0.

If pσ0
ψ(σ0) 6= 0, then we’re done on taking σ = σ0. Otherwise, we can assume that this projection

is zero, in which case we consider elements of the form σ = τσ0 for τ ∈ ΓLN . For such an element, we
have ψ(σ) = f(τ) + ψ(σ0) and ρ(σ) = ρ(σ0), so the proof will be finished if we can find τ ∈ ΓLN such that
pσ0

f(τ) 6= 0. Suppose for contradiction that there is no such τ , or equivalently that pσ0
◦ f = 0. Then the

image of f is contained in the unique σ0-invariant complement of ĝ∨k (1)σ0 ⊂ ĝ∨k (1), implying that we must
have pσ0

W = 0. This is a contradiction.

6 Compatible systems of Galois representations

Let Fq be a finite field, and let X be a smooth, projective, geometrically connected curve over Fq, K = Fq(X).

Let Ĝ be a split reductive group over Z, and fix an algebraic closure Q of Q.

Definition 6.1. A compatible system of Ĝ-representations is a tuple (S, (ρλ)λ) consisting of the following
data:

• A finite set S of places of K.

• A system of continuous and Ĝ-completely reducible representations ρλ : ΓK,S → Ĝ(Qλ), indexed by
the prime-to-q places λ of Q, such that for any place v 6∈ S of K, the semisimple conjugacy class of
ρλ(Frobv) in Ĝ is defined over Q and independent of the choice of λ.

If λ0 is a prime-to-q place of Q and σ : ΓK → Ĝ(Qλ0
) is a continuous, almost everywhere unramified

representation, we say that the compatible system (S, (ρλ)λ) contains σ if there is an isomorphism σ ∼= ρλ0

(i.e. these two representations are Ĝ(Qλ0
)-conjugate).

The semisimple conjugacy class of an element g ∈ Ĝ(Qλ) is by definition the conjugacy class of
the semisimple part in its Jordan decomposition g = gsgu. The condition of being defined over Q in this

definition can be rephrased as follows: for any f ∈ Z[Ĝ]Ĝ, the number f(ρλ(Frobv)) ∈ Qλ in fact lies in Q
and is independent of λ.

If Ĝ 6= GLn, then compatible systems of Ĝ-representations are not generally determined by individual
members. For this reason, Definition 6.1 should be regarded as provisional. Our main observation in this
section is that we recover this uniqueness property if we restrict to compatible systems of Ĝ-representations
where one (equivalently, all) members have Zariski dense image.

Definition 6.2. Let (S, (ρλ)λ) and (T, (σλ)λ) be compatible systems of Ĝ-representations.

(i) We say that these systems are weakly equivalent if for all v 6∈ S ∪ T , the semisimple conjugacy classes

of ρλ(Frobv) and σλ(Frobv) in Ĝ(Q) are the same.

(ii) We say that these systems are equivalent if for all prime-to-q places λ of Q, the representations ρλ, σλ
are Ĝ(Qλ)-conjugate.

It is clear from the definition that equivalence implies weak equivalence. Note that if ρ is a given
representation, then any two compatible systems containing ρ are, by definition, weakly equivalent.
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Lemma 6.3. Let (S, (ρλ)λ) and (T, (σλ)λ) be compatible systems of Galois representations. Then the fol-
lowing conditions are equivalent:

(i) These systems are weakly equivalent.

(ii) For every representation R : ĜQ → GL(V ) of Ĝ over Q, and for every prime-to-q place λ of Q we have
R ◦ ρλ ∼= R ◦ σλ.

(iii) For every representation R : ĜQ → GL(V ) of Ĝ over Q, and for some prime-to-q place λ0 of Q we
have R ◦ ρλ0

∼= R ◦ σλ0
.

Proof. The condition that each ρλ is Ĝ-completely reducible is equivalent to asking that the Zariski closure
of the image of each ρλ has reductive connected component (see [Ser05, Proposition 4.2]). This implies
that for any representation R, the representation R ◦ ρλ is semisimple, and is therefore determined up to
isomorphism by its character. The lemma now follows immediately from Corollary 2.2 and the fact that the

ring Q[Ĝ]Ĝ is generated by the characters of the irreducible representations of ĜQ.

Proposition 6.4. Let λ be a prime-to-q place of Q, and let ρ, ρ′ : ΓK → Ĝ(Qλ) be continuous almost
everywhere unramified homomorphisms. Suppose that ρ has Zariski dense image and that for all but finitely
many places v of K, the semisimple conjugacy classes of ρ(Frobv) and ρ′(Frobv) are the same. Then ρ′ also

has Zariski dense image and ρ, ρ′ are Ĝ(Qλ)-conjugate.

Proof. We can assume without loss of generality that ρ′ is Ĝ-completely reducible. Fix a finite set S of places
of K such that both ρ, ρ′ factor through ΓK,S . We first observe that for any γ ∈ ΓK,S , the elements ρ(γ)

and ρ′(γ) have Ĝ(Qλ)-conjugate semisimple part. Indeed, it suffices to show that for all f ∈ Z[Ĝ]Ĝ, we have
f(ρ(γ)) = f(ρ′(γ)). This follows from the corresponding statement for Frobenius elements, by Corollary 2.2.

Choose a faithful representation R : ĜQ → GL(V ) of Ĝ, and let Ĝ′ = R(ĜQ). Then the image

R(ρ(ΓK,S)) is Zariski dense in Ĝ′, and R ◦ ρ,R ◦ ρ′ are isomorphic. For dimension reasons, we therefore find

that R(ρ′(ΓK,S)) is Zariski dense in Ĝ′, and hence that ρ′ has Zariski dense image in Ĝ.

We now show that the representations R ◦ ρ and R ◦ ρ′ are Ĝ′(Qλ)-conjugate, as homomorphisms

into Ĝ′(Qλ). Let g ∈ GL(V )(Qλ) be such that g(R ◦ ρ)g−1 = R ◦ ρ′. Then g ∈ NGL(V )(Ĝ
′)(Qλ), and we

need to show that g induces an inner automorphism of Ĝ′. Let θ : Ĝ′ → Ĝ′ denote the automorphisms
induced by conjugation by g. We know that if Frobv ∈ ΓK,S is a Frobenius element, then θ leaves invariant
the semisimple conjugacy class of ρ(Frobv). This implies that θ leaves invariant all semisimple conjugacy

classes of Ĝ′. Indeed, these semisimple conjugacy classes are in bijection with points of the quotient Ĝ′�Ĝ′,
and the Qλ-points corresponding to elements ρ(Frobv) are Zariski dense (as follows from an l-adic variant of
the Chebotarev density theorem).

We therefore need to show that if θ is an automorphism of a reductive group H over an algebraically
closed field of characteristic 0, and θ acts trivially on H�H, then θ is an inner automorphism. After
composing θ with an inner automorphism, we can assume that θ preserves a pinning (T,B, {Xα}α∈R),
where T ⊂ B ⊂ H are a maximal torus and Borel subgroup, R ⊂ Φ(H,T ) is the corresponding set of simple
roots, and Xα (α ∈ R) is a basis of the α-root space hα ⊂ h. Then θ corresponds to a symmetry of the
Dynkin diagram of H; in particular, it is the trivial automorphism if and only if its restriction to T is the
identity (see [Bou05, Ch. VIII, §5, No. 2]). Let W denote the Weyl group of G, let Λ = ZΦ(H,T ) ⊂ X∗(T )
denote the root lattice, and let Aut(Λ) denote the group of automorphisms of Λ which leave Φ, Φ∨ invariant.
Then there is a split short exact sequence

1 //W //Aut(Λ) //Out(Λ) //1,

where the splitting is given by lifting a class of “outer” automorphisms to the unique one which leaves R
invariant. In particular, the image of θ in Aut(Λ) lies in the image of this splitting, by construction. It follows
that the restriction of θ to T is non-trivial if and only if its restriction to the quotient T/W is non-trivial.
Our assumption that θ acts trivially on the quotient H�H ∼= T/W then implies that θ is indeed the identity
automorphism. This completes the proof.
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Theorem 6.5. Suppose that Ĝ is semisimple. Let λ0 be a prime-to-q place of Q, and let ρ : ΓK,S → Ĝ(Qλ0
)

be a continuous homomorphism with Zariski dense image. Then:

(i) There exists a compatible system (S, (ρλ)λ) containing ρ. Moreover, each constituent representation ρλ
has Zariski dense image.

(ii) Any other compatible system containing ρ is equivalent to (S, (ρλ)λ).

Proof. We first show the existence of the compatible system. We apply [Chi04, Theorem 1.4], which along
with the other results of that paper (in particular, [Chi04, Theorem 6.12]) says the following:

• Let (S, (αλ)λ) be a compatible system of GLn-representations, each pure of weight 0. For each prime-
to-q place λ of Q, let Gλ denote the Zariski closure of the image of αλ. Suppose that Gλ0

is connected.

Then there exists a reductive group G0 over Q and for each prime-to-q place λ an isomorphism φλ :
Gλ ∼= G0,Qλ , with the following property: for any irreducible representation θ : G0 → GL(V ), the

system (S, (θQλ ◦ φλ ◦ αλ)λ) is a compatible system of GL(V )-representations.

To apply this, let R : ĜQ → GL(V ) be a faithful representation, and let αλ0
= R◦ρ. Then αλ0

is semisimple,

and we have a tautological isomorphism j0 : ĜQλ
∼= Gλ0 . Each irreducible constituent of αλ0 has trivial

determinant (because ρ has Zariski dense image and Ĝ is semisimple, hence has no non-trivial characters).
By [Laf02, Théorème VII.6], αλ0

lives in a compatible system (S, (αλ)λ) of GLn-representations, each pure
of weight 0. Let us apply Chin’s results, and define σλ = φλ ◦ αλ. We claim that (S, (σλ)λ) is a compatible
system of G0-representations.

Since the ring of invariant functions on G0 is generated by characters, it is enough to show that for
any irreducible representation θ of G0, and for any place v 6∈ S of K, the number tr θQλ(σλ(Frobv)) lies in Q
and is independent of λ. However, this is exactly the statement that the representations θQλ◦σλ = θQλ◦φλ◦αλ
lie in a compatible system.

To obtain a compatible system of Ĝ-representations, we choose an isomorphism k0 : ĜQ
∼= G0 which

is in the inner class of φλ0
◦ j0, and define ρλ = k−1

0,Qλ
◦ σλ. Then (S, (ρλ)λ) is a compatible system of

Ĝ-representations, and ρλ0 is Ĝ(Qλ0
)-conjugate to ρ.

This completes the construction of the compatible system containing ρ, and shows that each con-
stituent has Zariski dense image. We now show that any other compatible system containing ρ is equivalent
to (S, (ρλ)λ). If (T, (ρ′λ)λ) is such a compatible system, then for every prime-to-q place λ of Q, the rep-
resentations ρλ and ρ′λ are weakly equivalent, by Lemma 6.3. Moreover, ρλ has Zariski dense image. By

Proposition 6.4, ρλ and ρ′λ are Ĝ(Qλ)-conjugate. This implies that the two compatible systems are in fact
equivalent.

The following proposition is an application of results of Larsen [Lar95].

Proposition 6.6. Suppose that Ĝ is semisimple and simply connected. Let (S, (ρλ)λ) be a compatible

system of Ĝ-representations such that some (equivalently, every) representation ρλ has Zariski dense image

in Ĝ(Qλ). Then, after passing to an equivalent compatible system, we can find a number field E ⊂ Q with
the following properties:

(i) For every prime-to-q place λ of Q, the image of ρλ is contained inside Ĝ(Eλ).

(ii) There exists a set L′ of rational primes of Dirichlet density 0 with the following property: if l splits in

E/Q and l 6∈ L′, and λ is a place of Q above l, then ρλ has image equal to Ĝ(Zl).

Proof. Let R : ĜQ → GL(V ) be a faithful representation. Then ([Chi04, Theorem 4.6]) we can find a number

field E ⊂ Q such that for every prime-to-q place λ of Q, and for every place v 6∈ S of K, the characteristic
polynomial of (R ◦ ρλ)(Frobv) has coefficients in E ⊂ Eλ and is independent of λ. By [Chi04, Lemma 6.4],
we can find a place v0 6∈ S of K such that for every prime-to-q place λ of Q, the Zariski closure of the group
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generated by (R ◦ ρλ)(Frobv0)s is a maximal torus of R(ĜQλ); in particular, it is connected, and ρλ(Frobv0)

is a regular semisimple element of Ĝ(Qλ).
After possibly enlarging E, we can assume that for every place v 6∈ S of K, the conjugacy class of

ρλ(Frobv) in Ĝ(Qλ) is defined over E and independent of λ. We can moreover assume that the characteristic
polynomial of each (R◦ρλ)(Frobv0) has all of its roots in E, and that the conjugacy class of ρλ(Frobv0) has a

representative in Ĝ(E). Choose a place w0 of KS lying above v0. After passing to an equivalent compatible

system, we can suppose that ρλ(Frobw0) ∈ Ĝ(E) is independent of λ; the Zariski closed subgroup it generates

is a split maximal torus of ĜE .
Let σ ∈ ΓEλ = Gal(Qλ/Eλ). The representation ρσλ is equivalent to ρλ, by Proposition 6.4, so there

exists a (necessarily unique) g ∈ Ĝad(Qλ) such that gρσλg
−1 = ρλ. In particular, we have gρλ(Frobw0)g−1 =

ρλ(Frobw0), hence g lies in the centralizer ZĜad(ρλ(Frobw0)) = T , say. We have thus defined a 1-cocycle

σ 7→ g with values in T (Qλ). (We note that this 1-cocycle is continuous when T (Qλ) is endowed with the
discrete topology, since ρλ can be defined over a finite extension of Ql, by the second part of Theorem 4.8.)
Since T is a split torus over E, the group H1(Eλ, T (Qλ)) is trivial, showing that we can conjugate ρλ by an

element of T (Qλ) to force it to take values in Ĝ(Eλ), as desired. This completes the proof of the first part
of the proposition.

For the second part, we can assume that E is Galois over Q, and that the faithful representation
R : ĜE → GL(V ) is defined over E. We will apply [SW, Proposition 7.1] to the compatible system
(S, (R ◦ ρλ)λ). This result is deduced from the main theorem of [Lar95], and implies the following: there
exists an open normal subgroup ∆ ⊂ ΓK and a set L′ of rational primes of Dirichlet density 0, such that if λ is
a place of Q above a prime l split in E, and l 6∈ L′, then ρλ(∆) is a hyperspecial subgroup of Ĝ(Eλ) = Ĝ(Ql).
All hyperspecial subgroups of Ĝ(Ql) are conjugate under the action of Ĝad(Ql), so we can further assume
(after replacing (S, (ρλ)λ) by an equivalent compatible system) that for any such place λ, ρλ(∆) actually

equals Ĝ(Zl).
Then ρλ(ΓK) is a compact subgroup of Ĝ(Ql) which contains the hyperspecial subgroup Ĝ(Zl) as a

subgroup of finite index. Since hyperspecial subgroups can be characterized as those compact subgroups of
Ĝ(Ql) of maximal volume, it follows that we in fact have ρλ(ΓK) = Ĝ(Zl). This completes the proof of the
proposition.

The following proposition will later be combined with the results of §5 and §6 to produce compatible
systems of representations with Zariski dense image (see Proposition 9.5 below).

Proposition 6.7. Suppose that Ĝ is simple and simply connected, and let l be a very good characteristic
for Ĝ. Let E ⊂ Ql be a coefficient field, and let H ⊂ Ĝ(O) be a closed subgroup such that its image in Ĝ(k)

contains Ĝ(Fl). Suppose that l > 2 dimFl ĝFl . Then H contains a conjugate of Ĝ(Zl). In particular, H is

Zariski dense in ĜQl .

Proof. Results of this type will be studied exhaustively in [BAdR]. After shrinking H, we can assume that

the residue image of H equals Ĝ(Fl). By the argument of [KTa, Lemma 4.2], it suffices to establish the
following claims:

(i) The group H1(Ĝ(Fl), ĝFl) is zero.

(ii) The group homomorphism Ĝ(Z/l2Z)→ Ĝ(Fl) is non-split.

(iii) The module ĝFl is an absolutely irreducible Fl[Ĝ(Fl)]-module.

We observe that our assumption l > 2 dimFl ĝFl implies in particular that l > 5. (We can assume that Ĝ
is not the trivial group.) Claim (i) therefore follows from the main theorem of [Völ89]. Claim (iii) follows

because the characteristic l is very good for Ĝ (see the table in §3.1). Claim (ii) is implied by the following:

(iv) Let γ ∈ Ĝ(Fl) be an element of exact order l. Then no pre-image of γ in Ĝ(Z/l2Z) has exact order l.
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To show (iv), we note that the adjoint representation Ĝ → GL(ĝ) has kernel ZĜ, which has order prime
to l (because we work in very good characteristic). It is therefore enough to show that if l > 2n and
γ ∈ GLn(Fl) has exact order l, then no pre-image of γ in GLn(Z/l2Z) has order l. (We are applying this
with n = dimFl ĝFl .)

We show this by direct computation. After conjugation, we can assume that γ = 1 + u, where u
is an upper-triangular matrix in Mn(Fl) with 0’s on the diagonal. Any pre-image of γ in GLn(Z/l2Z) has
the form γ̃ = 1 + u+ lv, where u is an upper-triangular matrix with 0’s on the diagonal in Mn(Z/l2Z), and
v ∈Mn(Z/l2Z) is arbitrary. Moreover, u 6≡ 0 mod lZ (since γ 6= 1, by assumption). We calculate

γ̃l = 1 + l(u+ lv) +
l(l − 1)

2
(u+ lv)2 + · · ·+ l(u+ lv)l−1 + (u+ lv)l ≡ (1 + u)l − ul + (u+ lv)l mod l2Z.

We also have
(u+ lv)l ≡ ul + l(ul−1v + ul−2vu+ · · ·+ vul−1) mod l2Z.

Since l > 2n and un = 0, we find (u + lv)l ≡ 0 mod l2Z and hence γ̃l = (1 + u)l. Since u is not zero mod
l, (1 + u) has exact order l2 in GLn(Z/l2Z), showing that γ̃l 6= 1, as claimed. This shows claim (iv) and
completes the proof.

7 A local calculation

In this section, we will analyse Hecke modules of the type that arise when considering Taylor–Wiles places.
Some of the calculations are quite similar to those of [KTb, §5].

Let K be a non-archimedean local field with residue field Fq of characteristic p, and fix a choice of
uniformizer $K . Fix a prime l 6= p and a square root p1/2 of p in Ql, as well as a coefficient field E ⊂ Ql
with ring of integers O and residue field k.

Let G be a split reductive group over OK , and fix a choice of split maximal torus and Borel subgroup
T ⊂ B ⊂ G (defined over OK); this determines a set Φ+ ⊂ Φ = Φ(G,T ) of positive roots, a root basis
∆ ⊂ Φ+, and sets X∗(T )+ ⊂ X∗(T ) and X∗(T )+ ⊂ X∗(T ) of dominant cocharacters and characters,

respectively. We write N for the unipotent radical of B. We set W = W (G,T ). We write T̂ ⊂ B̂ ⊂ Ĝ for
the dual group of G, viewed (as usual) as a split reductive group over Z. We establish the following running
assumptions, which will hold throughout §7:

• q ≡ 1 mod l.

• l - #W .

We introduce open compact subgroups U = G(OK), U0 = pre-image of B(Fq) under U → G(Fq), and U1 =
maximal pro-prime-to-l subgroup of U0. Thus U0 is an Iwahori subgroup of G(K), and there is a canonical
isomorphism of U0/U1 with the maximal l-power quotient of T (Fq). We have the following simple case of
Langlands duality:

Lemma 7.1. Let A be a ring. Then there is a canonical bijection χ↔ χ∨ between the following two sets:

(i) The set of characters χ : T (K)→ A×.

(ii) The set of homomorphisms χ∨ : WK → T̂ (A).

It is uniquely characterized as follows: if λ ∈ X∗(T ) = X∗(T̂ ), then λ ◦ χ∨ ◦ ArtK = χ ◦ λ as characters
K× → A×.

Proof. It suffices to note that if S is a split torus over a field k, and A is a ring, then there are canonical
isomorphisms

Hom(S(k), A×) ∼= Hom(X∗(S)⊗Z k
×, A×) ∼= Hom(k×,Hom(X∗(Ŝ), A×)) ∼= Hom(k×, Ŝ(A)).
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If V ⊂ G(K) is an open compact subgroup, then we write HV for the convolution algebra of
compactly supported V -biinvariant functions f : G(K) → O, with respect to the Haar measure that gives
V volume equal to 1. If R is an O-algebra, then we write HV,R = HV ⊗O R. This can be interpreted as a
double coset algebra; see [NT, §2.2] or §8 below. In particular, it has a basis consisting of the characteristic
functions [V gV ] of double cosets. If Π is any smooth R[G(K)]-module, then ΠV has a canonical structure of
HV,R-module. If V ⊂ V ′ is another open compact subgroup, then there is an inclusion HV ′ ⊂ HV . However,
this is not in general an algebra homomorphism (it does not preserve the unit unless V = V ′).

We will be concerned with the actions of the algebras HU0
and HU1

. We now make some comments
on these in turn. The Iwahori–Hecke algebra HU0

is extremely well-studied. It has a presentation, the
Bernstein presentation, which is an isomorphism

HU0
∼= O[X∗(T )]⊗̃O[U0\U/U0]. (7.1)

The subalgebra O[U0\U/U0] ⊂ HU0
of functions supported in U is finite free as an O-module, having a basis

consisting of the elements Tw = U0ẇU0 (w ∈ W ), because of the existence of the Bruhat decomposition of
G(Fq). (Here ẇ denotes a representative in U of the Weyl element w ∈W .) The other terms appearing are
defined as follows. (We refer the reader to [HKP10] for more details.)

• O[X∗(T )] is the group algebra of X∗(T ), a free Z-module. The embedding O[X∗(T )]→ HU0 is defined
as follows: if eλ is the basis element in O[X∗(T )] corresponding to a dominant cocharacter λ ∈ X∗(T )+,
then we send eλ to q−〈ρ,λ〉[U0λ($K)U0], where ρ is the usual half-sum of the positive roots. One can
show that this defines an algebra homomorphism O[X∗(T )+]→ HU0

, which then extends uniquely to
a homomorphism O[X∗(T )]→ HU0

.

• The tensor product ⊗̃ is the usual tensor product as O-modules, but with a twisted multiplication,
which is characterized on basis elements by the formula (for α ∈ ∆, λ ∈ X∗(T )):

Tsαeλ = esα(λ)Tsα + (q − 1)
esα(λ) − eλ
1− e−α∨

. (7.2)

We note that the fraction, a priori an element of the fraction field of O[X∗(T )], in fact lies in O[X∗(T )].

The subalgebra O[X∗(T )]W ⊂ HU0
is central. We define T (K)0 = T (K)/T (OK). In what follows, we will

use the identification T (K)0
∼= X∗(T ), so that if, for example, Π is a smooth O[G(K)]-module, then ΠU0

gets the structure of O[T (K)0]-module (via the inclusion O[T (K)0] ∼= O[X∗(T )] ⊂ HU0
).

If χ : T (K)→ Q×l is a smooth character, then we write iGBχ for the normalized induction. Explicitly,
we have

iGBχ = {f : G(K)→ Ql locally constant | ∀b ∈ B(K), g ∈ G(K), f(bg) = δ(b)1/2χ(b)f(g)},

with G(K) acting on f ∈ iGBχ by right translation, and δ(tn) = |2ρ(t)|K the usual modulus character. The
Iwahori subgroup U0 ⊂ G(K) has the following well-known property:

Lemma 7.2. Let π be an irreducible admissible Ql[G(K)]-module. Then:

(i) πU0 6= 0 if and only if π is isomorphic to a submodule of a representation iGBχ, where χ : T (K)0 → Q×l
is an unramified character. In this case, χ is determined up to the action of the Weyl group, and the
characters of O[T (K)0] which appear in πU0 are among the w(χ), w ∈W .

(ii) If there exists an O-lattice M ⊂ πU0 which is stable under the action of O[T (K)0], then χ in fact takes

values in Z×l . Let χ = χ mod mZl denote the reduction modulo l of χ. If χ : T (K)0 → F×l has trivial

stabilizer in the Weyl group, and mw(χ) is the kernel of the homomorphism O[T (K)0]→ Fl associated

to the character w(χ), for some w ∈ W , then (πU0)mw(χ)
has dimension either 0 or 1 as a Ql-vector

space.
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Proof. If π is any admissible Ql[G(K)]-module, then there is a canonical isomorphism πU0 ∼= rN (π)T (OK)

of Ql[T (K)0]-modules, where rN (π) = πN ⊗ δ−1/2 is the normalized Jacquet module. Indeed, [Cas80,
Proposition 2.4] says that the projection map p : πU0 → rN (π)T (OK) is a vector space isomorphism,
and [Cas80, Proposition 2.5] says that for any λ ∈ X∗(T )+, v ∈ πU0 , we have p([U0λ($K)U0]v) =
δ−1/2(λ($K))(λ($K) · p(v)).

If π is any irreducible admissible Ql[G(K)]-module, and χ : T (K)→ Q×l is a smooth character, then
Frobenius reciprocity gives a canonical isomorphism

HomG(K)(π, i
G
Bχ) ∼= HomT (K)(rN (π), χ).

We see that if πU0 6= 0, then π embeds as a submodule of iGBχ for an unramified character χ. Conversely, if
π is a submodule of a representation iGBχ, then πU0 has χ as a quotient, hence is in particular non-zero.

It follows from [BZ77, 2.9, Theorem] that two representations iGBχ and iGBχ
′ have a common Jordan–

Hölder factor if and only if χ, χ′ are conjugate under the action of the Weyl group. On the other hand,
the Jordan–Hölder factor Ql[T (K)0]-modules of rN (iGBχ) are, with multiplicity, the w(χ) (w ∈ W ), so the
factors of πU0 must be among the w(χ). This shows the first part of the lemma. Everything in the second
part now follows easily.

If χ : T (K)0 → F×l is a character, we will henceforth write mχ ⊂ O[T (K)0] for the maximal ideal
which is the kernel of the homomorphism O[T (K)0]→ Fl associated to the character χ, as in the statement
of the lemma.

We now consider the algebra HU1
. We define T (OK)l ⊂ T (OK) to be the maximal pro-prime-

to-l subgroup of T (OK), T (OK)l = T (OK)/T (OK)l, and T (K)l = T (K)/T (OK)l. There is a canonical
isomorphism U0/U1

∼= T (OK)l. We define a submonoid T (K)+
l ⊂ T (K)l as the set of elements of the form

tT (OK)l with tT (OK) = λ($K)T (OK) for some dominant cocharacter λ. Observe that the choice of $K

determines an isomorphism T (K)l ∼= X∗(T ) × T (OK)l, and that λ is uniquely determined by the coset
tT (OK).

Lemma 7.3. (i) The assignment et ∈ O[T (K)+
l ] 7→ q−〈ρ,λ〉[U1tU1] ∈ HU1

determines an algebra homo-
morphism O[T (K)+

l ]→ HU1
, which extends uniquely to an algebra homomorphism O[T (K)l]→ HU1

.

(ii) Let Π be a smooth O[G(K)]-module, t ∈ T (K)l, and v ∈ ΠU0 . Then [U0tU0]v = [U1tU1]v. In other
words, the inclusion ΠU0 ⊂ ΠU1 is compatible with the algebra map O[T (K)l]→ O[T (K)0].

Proof. Let Up ⊂ U denote the maximal pro-p-subgroup; then Up ⊂ U1 ⊂ U0 and U/Up ∼= T (Fq). The
Hecke algebra HUp enjoys many of the same properties as the Iwahori–Hecke algebra HU0

; in particular, it
admits Iwahori–Matsumoto- and Bernstein-style presentations, see [Vig05, Fli11]. The proofs of many of
these properties can be transposed word-for-word to the algebra HU1

. This is in particular the case for the
first part of the current lemma; see e.g. [Fli11, Lemma 2.3] and the remark immediately following [Fli11,
Proposition 4.4].

For the second part, we can assume without loss of generality that t ∈ T (K)+
l . Recall that the

action of these Hecke operators can be given as follows: if v ∈ ΠV , then we decompose V gV =
∐
i giV ,

and set [V gV ]v =
∑
i gi · v. It is therefore enough to show that given t ∈ T (K)+

l , we can find elements
g1, . . . , gn ∈ G(K) such that U0tU0 =

∐
i giU0 and U1tU1 =

∐
i giU1. It even suffices to show that the

natural map U1/U1 ∩ tU1t
−1 → U0/U0 ∩ tU0t

−1 is bijective. It is surjective, because U0 = U1T (OK) and
T (OK) ⊂ U0 ∩ tU0t

−1.
To show injectivity, suppose that u, v ∈ U1 have the same image in U0/U0 ∩ tU0t

−1. Then we can
write u = vw with w ∈ U0 ∩ tU0t

−1, hence w ∈ U1 ∩ tU0t
−1. To finish the proof, it is therefore enough to

show that U1 ∩ tU0t
−1 = U1 ∩ tU1t

−1. Let N denote the unipotent radical of B, N the unipotent radical
of the opposite Borel. We set U+

0 = N(K) ∩ U0, U−0 = N(K) ∩ U0, and define U+
1 , U

−
1 similarly. Then we

have the Iwahori decomposition: the product map U−0 × T (OK) × U+
0 → U0 is a bijection. Similarly the

map U−1 × T (OK)l × U+
1 → U1 is a bijection and we have U+

0 = U+
1 , U−0 = U−1 . Since t normalizes N(K)

and N(K), the result now follows from the existence of the Iwahori decomposition and the fact that the
multiplication map N × T ×N → G is an open immersion: we have

tU0t
−1 = tU−0 t

−1T (OK)tU+
0 t
−1 = tU−1 t

−1T (OK)tU+
1 t
−1,
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hence U1 ∩ tU0t
−1 = U1 ∩ tU1t

−1.

Lemma 7.4. Let π be an irreducible admissible Ql[G(K)]-module. Then:

(i) πU1 6= 0 if and only if π is isomorphic to a submodule of a representation iGBχ, where χ : T (K)→ Q×l
is a smooth character which factors through T (K) → T (K)l. In this case, χ is determined up to the
action of the Weyl group, and the characters of O[T (K)l] which appear in πU1 are among the w(χ),
w ∈W .

(ii) If πU1 6= 0 and there exists an O-lattice M ⊂ πU1 which is stable under the action of O[T (K)l], then

χ in fact takes values in Z×l . In this case the reduction modulo l χ : T (K)l → F×l is unramified; if it
has trivial stabilizer in the Weyl group, and mw(χ) is the kernel of the homomorphism O[T (K)l]→ Fl
associated to w(χ), for some w ∈W , then (πU1)mw(χ)

has dimension either 0 or 1 as a Ql-vector space.

(iii) If πU1 6= 0, there exists an O-lattice M ⊂ πU1 which is stable under the action of O[T (K)l], χ has
trivial stabilizer in the Weyl group, and (πU1)mw(χ)

6= 0, then the action of T (K)l on this 1-dimensional
vector space is by the character w(χ).

Proof. The last two points follow easily from the first. For the first, we observe (cf. the proof of [Fli11,

Theorem 2.1]) that for any admissible Ql[G(K)]-module π, the projection πU1 → rN (π)T (OK)l is an isomor-
phism of Ql[T (K)l]-modules. The remainder of the lemma then follows from [BZ77] in the same way as in
the proof of Lemma 7.2.

If χ : T (K)0 → F×l is an unramified character, then we will write mχ ⊂ O[T (K)l] for the maximal
ideal which is the kernel of the homomorphism O[T (K)l]→ Fl which is associated to the character χ. This
is an abuse of notation, since we have used the same notation to denote a maximal ideal of O[T (K)0].
However, we hope that it will not cause confusion, because there is a canonical surjective homomorphism
O[T (K)l]→ O[T (K)0] which induces a bijection on maximal ideals.

With these preliminaries out of the way, we can now start our work proper. Our assumption that
q ≡ 1 mod l has the following important consequence:

Lemma 7.5. There is an isomorphism HU0
⊗O k ∼= k[X∗(T ) oW ].

Proof. This is just the reduction modulo l of the Bernstein presentation (7.1), on noting that k[U0\U/U0] ∼=
k[W ], and that the twisted tensor product (7.2) becomes the defining relation of the semidirect product
X∗(T ) oW , because q = 1 in k.

Lemma 7.6. Let Π be a smooth O[G(K)]-module, flat over O, such that ΠU0 is a finite free O-module.
Suppose that there is exactly one maximal ideal of O[X∗(T )]W in the support of ΠU0 ⊗O k, corresponding to

the W -orbit of an unramified character χ : T (K)→ F×l with trivial stabilizer in W . Then:

(i) There is a decomposition ΠU0 = ⊕w∈W (ΠU0)mw(χ)
.

(ii) The map [U ] : ΠU0 → ΠU induced by the element [U ] =
∑
w∈W [U0ẇU0] ∈ HU0 restricts to an isomor-

phism (ΠU0)mχ → ΠU .

Proof. Since ΠU0 is finite free as an O-module, we have a direct sum decomposition ΠU0 = ⊕m(ΠU0)m,
where the direct sum runs over the set of maximal ideals of O[T (K)0] which are in the support of ΠU0 ;
equivalently, the set of maximal ideals of k[T (K)0] which are in the support of ΠU0 ⊗O k. By assumption,

if m is a maximal ideal in the support corresponding to a character ψ : T (K) → F×l , then its pullback to
O[X∗(T )]W equals the pullback of mχ. This in turn implies that ψ is a W -conjugate of χ.

For the second part, we note that both (ΠU0)mχ and ΠU are finite free O-modules. To show that
the given map is an isomorphism, it therefore suffices to show that the map

[U ] : (ΠU0)mχ ⊗O k → ΠU ⊗O k (7.3)
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is an isomorphism. Since [U : U0] ≡ #W mod l, and l - #W by assumption, we have ΠU = [U ]ΠU0 , and
[U : U0]−1[U ] is a projector onto ΠU . Writing M = ΠU0 ⊗O k, a HU0 ⊗O k-module, it is therefore enough to
show that the map

[U ] : Mmχ → [U ]M (7.4)

is an isomorphism. To show this, we note that if w ∈ W , then Lemma 7.5 implies that the action of
w ∈ HU0

⊗O k sends Mmχ isomorphically to Mmw(χ)
. Since [U ] corresponds to the element

∑
w∈W w ∈

k[W ] ⊂ k[X∗(T ) oW ] under the isomorphism of Lemma 7.5, this finally shows that the map given by (7.4)
is indeed an isomorphism.

Lemma 7.7. Let Ω be an algebraically closed field, and let ψ,ψ′ : WK → T̂ (Ω) be smooth characters, and

suppose ZĜ(ψ) = T̂Ω. Let ι : T̂ → Ĝ denote the natural inclusion. Then the following are equivalent:

(i) The characters ψ and ψ′ are W -conjugate.

(ii) The Ĝ-pseudocharacters tr ιψ and tr ιψ′ of WK are equal.

Proof. The first condition clearly implies the second. For the converse direction, we note that both ψ and
ψ′ are Ĝ-completely reducible, so it follows from Theorem 4.5 that we can find g ∈ Ĝ(Ω) with gψ′g−1 = ψ.

In particular, the centralizer of the image of ψ′ is a maximal torus of ĜΩ; since the image is contained
inside T̂ (Ω), by assumption, we find that ZĜ(ψ′) = T̂Ω. It then follows that g normalizes T̂Ω, hence that g
represents an element of W .

The following proposition, which is of a technical nature, will be used in our implementation of the
Taylor–Wiles method below; compare [Tho12, Proposition 5.9].

Proposition 7.8. Let R be a complete Noetherian local O-algebra with residue field k, and let Π be a smooth
R[G(K)]-module such that for each open compact subgroup V ⊂ G(K), ΠV is a finite free O-module, and
Π ⊗O Ql is a semisimple admissible Ql[G(K)]-module. If V ⊂ G(K) is an open compact subgroup, define
RV to be the quotient of R that acts faithfully on ΠV . It is a finite flat local O-algebra.

Suppose that there exists a homomorphism ρU0 : ΓK → Ĝ(RU0) satisfying the following conditions:

(i) ρU0
|WK

mod mRU0
: WK → Ĝ(k) is the composition of an unramified character χ∨ : WK → T̂ (k) with

trivial stabilizer in W with the inclusion ι : T̂ → Ĝ.

(ii) For each irreducible admissible Ql[G(K)]-module π which is a submodule of a representation iGBχπ,

where χπ : T (K)→ Q×l is an unramified character, let Vπ denote the π-isotypic component of Π⊗OQl,
and let RU0,π denote the quotient of RU0

which acts faithfully on ΠU0 ∩ Vπ. Let ρ(π) denote the

representation ΓK → Ĝ(RU0) → Ĝ(RU0,π). Then the Ĝ-pseudocharacter of ρ(π)|WK
takes values in

the scalars
Ql ⊂ RU0,π ⊗O Ql ⊂ EndQl(V

U0
π ),

where it is equal to the Ĝ-pseudocharacter of the representation ιχ∨π .

Then there is a canonical isomorphism (ΠU0)mχ
∼= ΠU of RU0

-modules.

Proof. The result will follow from Lemma 7.6 if we can show that the only maximal ideal of O[X∗(T )]W in
the support of ΠU0 ⊗O k is the one corresponding to the W -orbit of χ. This follows from the existence of
ρU0 and the compatibility condition on its pseudocharacter, as we now explain.

By [ABD+64, Exp. IX, 7.3] and the argument of Lemma 5.15, we can assume, after perhaps

conjugating ρU0
by an element of Ĝ(RU ) with trivial image in Ĝ(k), that ρU0

|WK
= ιχ∨ for some character

χ∨ : WK → T̂ (RU ). If π is an irreducible admissible Ql[G(K)]-module such that πU0 6= 0, then it can be

written as a submodule of iGBχπ for some character χπ : T (K)0 → Q×l . If further (ΠU0 ⊗OQl)∩Vπ 6= 0, then
the image of ΠU0 under the HU0

-equivariant projection ΠU0 ⊗O Ql → V U0
π is an O-lattice. This implies that
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χπ must in fact take values in Z×l . We need to show that χπ mod mZl and χ are W -conjugate as characters

T (K)→ F×l .
Let χ(π) : T (K) → R×U0,π

denote the image of χ under the quotient RU0
→ RU0,π. The point (ii)

above means that the compositions

ιχ∨π : WK → T̂ (Zl)→ Ĝ(Zl)

and
ιχ(π)∨ : WK → T̂ (RU0,π)→ Ĝ(RU0,π)

have the same associated pseudocharacter, which therefore takes values in Zl (viewed as a subring of the scalar
endomorphisms inside EndQl(V

U0
π )). This implies in particular that ιχ∨π mod mZl and ιχ∨ mod mRU0

=

ιχ(π)∨ mod mRU0,π
have the same associated Ĝ-pseudocharacter over Fl; and this implies by Lemma 7.7

that they are in fact W -conjugate. Applying again the bijection of Lemma 7.1 now concludes the proof.

We now state another proposition, analogous to [Tho12, Proposition 5.12], that will be used in our
implementation of the Taylor–Wiles method. A similar argument has been used by Guerberoff [Gue11].

Proposition 7.9. Let R be a complete Noetherian local O-algebra with residue field k, and let Π be a smooth
R[G(K)]-module such that for each open compact subgroup V ⊂ G(K), ΠV is a finite free O-module, and
Π ⊗O Ql is a semisimple admissible Ql[G(K)]-module. If V ⊂ G(K) is an open compact subgroup, define
RV to be the quotient of R that acts faithfully on ΠV , a finite flat local O-algebra.

Suppose that there exists a homomorphism ρU1
: ΓK → Ĝ(RU1

) satisfying the following conditions:

(i) ρU1 |WK
mod mRU1

: WK → Ĝ(k) is the composition of an unramified character χ∨ : WK → T̂ (k) with

trivial stabilizer in W with the inclusion ι : T̂ → Ĝ. (After conjugating ρU1
by an element of Ĝ(RU1

)

with trivial image in Ĝ(k), we can then assume that ρU1 |WK
= ιχ∨ for a uniquely determined character

χ : T (K)→ R×U1
.)

(ii) For each irreducible admissible Ql[G(K)]-module π which is a submodule of a representation iGBχπ,

where χπ : T (K) → Q×l is a character which factors through the quotient T (K) → T (K)l, let Vπ
denote the π-isotypic component of Π ⊗O Ql, and let RU1,π denote the quotient of RU1

which acts

faithfully on ΠU1 ∩ Vπ. Let ρ(π) denote the representation ΓK → Ĝ(RU1) → Ĝ(RU1,π). Then the
pseudocharacter of ρ(π)|WK

takes values in the scalars

Ql ⊂ RU1,π ⊗O Ql ⊂ EndQl(V
U1
π ),

where it is equal to the pseudocharacter of the representation ιχ∨π .

Consider the two actions of the group T (OK)l on (ΠU1)mχ defined as follows. The first is via the canonical
isomorphism T (OK)l ∼= U0/U1. The second is defined as in Lemma 5.17 using the restriction of the character
χ : T (K)l → R×U1

to T (OK)l. Under the above conditions, these two actions are the same.

Proof. The proof is similar to, but not exactly the same as, the proof of Proposition 7.8. Let π be an

irreducible admissible Ql[G(K)]-module, submodule of iGBχπ, where χπ : T (K)l → Q×l is a character. Let
χ(π) denote the image of χ under the quotient RU1

→ RU1,π. To prove the proposition, it is enough to show
that the two actions of T (OK)l on (ΠU1)mχ ∩ Vπ, one via the inclusion T (OK)l → T (K)l and the other via

the map χ(π)|T (OK)l : T (OK)l → R×U1,π
, are the same. We can assume that (ΠU1)mχ ∩Vπ 6= 0, which implies

that χπ takes values in Z×l .
The point (ii) above says that the compositions

ιχ∨π : WK → T̂ (Zl)→ Ĝ(Zl)

and
ιχ(π)∨ : WK → T̂ (RU1,π)→ Ĝ(RU1,π)
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have the same associated Ĝ-pseudocharacter. In particular, Lemma 7.7 shows that there exists a (necessarily
unique) element w ∈W such that χ = w(χπ), and hence mχ = mw(χπ). By Lemma 7.4, the action of T (K)l
on (ΠU1)mχ ∩Vπ is via the character w(χπ). Another application of Lemma 7.7 shows that for any projection

p : RU1,π ⊗O Ql → Ql, the two characters pχ(π) and pw(χπ) are equal. We must show that χ(π)|T (OK)l and

w(χπ)|T (OK)l are equal as characters T (OK)l → (RU1,π ⊗O Ql)×.

To see this, let Aπ denote the maximal étale Ql-subalgebra of RU1,π ⊗O Ql; it maps isomorphically
to the maximal étale quotient Ql-algebra of the Artinian Ql-algebra RU1,π⊗OQl, over which we have shown
that χ(π)|T (OK)l and w(χπ)|T (OK)l are indeed equal. The proof is now complete on observing that these
characters, being of finite order, in fact take values in A×π .

8 Automorphic forms

In this section, the longest of this paper, we discuss spaces of automorphic forms with integral structures and
prove an automorphy lifting theorem. We fix notation as follows: let X be a smooth, projective, geometrically
connected curve over the finite field Fq of residue characteristic p, and let K = Fq(X). Let G be a split
semisimple group over Fq, and fix a choice of split maximal torus and Borel subgroup T ⊂ B ⊂ G. We write

Ĝ for the dual group of G (considered as a split reductive group over Z); it is equipped with a split maximal

torus and Borel subgroup T̂ ⊂ B̂ ⊂ Ĝ, and there is a canonical identification X∗(T ) = X∗(T̂ ) (see §2.1).
The section is divided up as follows. In §8.1 we establish basic notation and describe the Satake

transform (which relates unramified Hecke operators on G and on its Levi subgroups). In §8.2 we summarize
the work of V. Lafforgue, constructing Galois representations attached to cuspidal automorphic forms, in a
way which is suitable for our intended applications. In §8.3, we prove an auxiliary result stating that under
suitable hypotheses, certain spaces of cuspidal automorphic forms with integral structures are free over rings
of diamond operators. Finally, in §8.4 we combine Lafforgue’s work with the Taylor–Wiles method, using
the technical results established in §8.3, to prove our automorphy lifting result.

8.1 Cusp forms and Hecke algebras

Proposition 8.1. (i) G(K) is a discrete subgroup of G(AK).

(ii) For any compact open subgroup U ⊂
∏
v G(OKv ), and for any g ∈ G(AK), the intersection gG(K)g−1∩

U (taken inside G(AK)) is finite.

Proof. The discreteness of G(K) in G(AK) follows from the discreteness of K in AK (note that G is an affine
group scheme). This implies that all intersections gG(K)g−1 ∩ U are finite.

We will define spaces of automorphic forms with integral coefficients. If R is any Z[1/p]-algebra and
U ⊂ G(AK) is any open compact subgroup, then we define XU = G(K)\G(AK)/U and:

• C(U,R) to be the R-module of functions f : XU → R;

• Cc(U,R) ⊂ C(U,R) to be the R-submodule of functions f which have finite support;

• and Ccusp(U,R) ⊂ C(U,R) to be the R-submodule of functions f which are cuspidal, in the sense that
for all proper parabolic subgroups P ⊂ G and for all g ∈ G(AK), the integral∫

n∈N(K)\N(AK)

f(ng) dn

vanishes, where N is the unipotent radical of P .

This last integral is normalized by endowing N(K)\N(AK) with its probability Haar measure. It makes
sense because we are assuming that p is a unit in R.
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Proposition 8.2. Suppose that R is a Noetherian Z[1/p]-algebra which embeds in C. For any open compact
subgroup U ⊂ G(AK), we have Ccusp(U,R) ⊂ Cc(U,R), and Ccusp(U,R) is a finite R-module. In particular,
cuspidal automorphic forms are compactly supported in XU .

Proof. If R = C, then the stronger statement that there exists a finite subset Z ⊂ XU such that all
functions f ∈ Ccusp(U,C) are supported in Z is proved in [Har74, Corollary 1.2.3]. In general this shows
that Ccusp(U,R) is contained in the finite free R-module consisting of functions supported on Z, and is
therefore itself a finite R-module.

Let Ω be an algebraically closed field of characteristic 0. The Ω-vector space

Ccusp(Ω) = lim−→
U

Ccusp(U,Ω)

has a natural structure of semisimple admissible Ω[G(AK)]-module. A cuspidal automorphic representation
of G(AK) over Ω is, by definition, an irreducible admissible Ω[G(AK)]-module which is isomorphic to a
subrepresentation of Ccusp(Ω). We observe that any cuspidal automorphic representation over C or Ql can
in fact be defined over Q.

If H is any locally profinite group and U ⊂ H is an open compact subgroup, then we write H(H,U)
for the algebra of compactly supported U -biinvariant functions f : H → Z, with unit [U ] (the characteristic
function of U). The basic properties of this algebra are very well-known, and can be found (for example) in
[NT, §2.2]. In particular, if M is a smooth Z[H]-module, then the set MU of U -fixed vectors has a canonical
structure of H(H,U)-module. We will use this most often when H = G(AK) and U ⊂ G(AK) is an open
compact subgroup: thus H(G(AK), U) acts on all the spaces C(U,R), Cc(U,R), Ccusp(U,R) via R-module
homomorphisms, in a way compatible with the natural inclusions.

If v is a place of K, then the Satake isomorphism gives a complete description of the algebra
H(G(Kv), G(OKv )) (see [Gro98]): it is an isomorphism

H(G(Kv), G(OKv ))⊗Z Z[q±1/2
v ] ∼= Z[X∗(T̂ )]W (Ĝ,T̂ ) ⊗Z Z[q±1/2

v ]. (8.1)

Let Ω be an algebraically closed field of characteristic 0. If V is an irreducible representation of ĜΩ, then
the restriction of its character χV to T̂ is an element of Z[X∗(T̂ )]W (and these elements form a Z-basis

for Z[X∗(T̂ )]W as V varies). If we fix a choice of square-root p1/2 of p (and hence of qv) in Ω, then the
Satake isomorphism (8.1) determines from this data an operator TV,v ∈ H(G(Kv), G(OKv )) ⊗Z Ω. We can
characterize it uniquely using the following property: let χ : T (Kv)→ Ω× be an unramified character. Then
the space (iGBχ)G(OKv ) is a H(G(Kv), G(OKv ))⊗Z Ω-module, 1-dimensional as Ω-vector space, and we have
the equality ($v ∈ OKv a uniformizer, χ∨ as in Lemma 7.1):

χV (χ∨(Frobv)) = eigenvalue of TV,v on (iGBχ)G(OKv ). (8.2)

The Satake isomorphism has a relative version that we will also use. Let P = MN be a standard parabolic
subgroup of G with its Levi decomposition. We can define a map (the Satake transform)

SGP : H(G(Kv), G(OKv ))⊗Z Z[q±1/2
v ]→ H(M(Kv),M(OKv ))⊗Z Z[q±1/2

v ]

by the formula (SGP f)(m) = δ
1/2
P (m)

∫
n∈N(Kv)

f(mn) dn, δP (m) = |det Ad(m)|nKv |v. (The Haar measure

on N(Kv) is normalized by giving the subgroup N(OKv ) volume 1.) This is transitive, in the sense that if
Q ⊂ P is another standard parabolic subgroup, then SGQ = SMQ∩M ◦ SGP . If P = B, then SGB agrees with the

usual Satake isomorphism under the identifications H(T (Kv), T (OKv )) = Z[X∗(T )] = Z[X∗(T̂ )]. For any
choice of P the map SGP fits into a commutative diagram

H(G(Kv), G(OKv ))⊗Z Z[q
±1/2
v ]

SGP
��

SGB // Z[X∗(T̂ )]W (Ĝ,T̂ ) ⊗Z Z[q
±1/2
v ]

��

H(M(Kv),M(OKv ))⊗Z Z[q
±1/2
v ]

SMB∩M // Z[X∗(T̂ )]W (M̂,T̂ ) ⊗Z Z[q
±1/2
v ],

(8.3)
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where the right-hand arrow is the obvious inclusion. The Satake transform has the following compatibility
with normalized induction: let π be an irreducible admissible Ω[M(Kv)]-module such that πM(OKv ) 6= 0.
Then this space is 1-dimensional andH(M(Kv),M(OKv )) acts on it via a character φ : H(M(Kv),M(OKv ))→
Ω. Moreover, the normalized induction Π = iGPπ satisfies dimΩ ΠG(OKv ) = 1, and the algebraH(G(Kv), G(OKv ))
acts on this space via the character φ◦SGP . Specializing once more to the case P = B, we recover the relation
(8.2).

The existence of the Satake isomorphism leads to the unramified local Langlands correspondence,
as a consequence of the following proposition.

Proposition 8.3. Let M be a standard Levi subgroup of G. Then the natural restriction map Z[M̂ ]M̂ →
Z[T̂ ]W (M̂,T̂ ) is an isomorphism.

Proof. This is Chevalley’s restriction theorem over Z. The injectivity can be checked after extending scalars

to Q. The surjectivity follows from the fact that the ring Z[T̂ ]W (M̂,T̂ ) is spanned as a Z-module by the

restrictions to T̂ of the characters of the irreducible highest weight representations of M̂Q; and these rep-

resentation admit M̂ -stable Z-lattices (see [Jan03, I.10.4, Lemma]), so their characters lie in Z[M̂ ]M̂ . This
completes the proof.

The isomorphism classes of irreducible admissible C[G(Kv)]-modules π with πG(OKv ) 6= 0 are in
bijection with the homomorphismsH(G(Kv), G(OKv ))→ C (see [BH06, Ch. 1, 4.3]) . The above proposition,

combined with the Satake isomorphism, shows that these are in bijection with the set (Ĝ�Ĝ)(C), itself in

bijection (see §3.1) with the set of Ĝ(C)-conjugacy classes of semisimple elements of Ĝ(C), or equivalently

the equivalence classes of Frobenius-semisimple and unramified homomorphisms WKv → Ĝ(C): this is the
unramified local Langlands correspondence. The same discussion applies over any algebraically closed field
Ω of characteristic 0 which is equipped with a Z[q±1/2]-algebra structure. If π is an irreducible admissible

Ω[G(Kv)]-module with non-zero G(OKv )-invariants, then we will write S(π) ∈ (Ĝ�Ĝ)(Ω) for the image in
this quotient of the corresponding semisimple conjugacy class. We will also use the same notation with G
replaced by a standard Levi subgroup M .

We now discuss twisting of unramified representations. Let Ω be an algebraically closed field of
characteristic 0. For any standard parabolic subgroup P = MN of G, the dual torus of the split torus CM
(the cocentre of M) is canonically identified with Z◦

M̂
(the connected component of the centre of M̂). We

write M(Kv)
1 ⊂ M(Kv) for the subgroup {m ∈ M(Kv) | ∀χ ∈ X∗(CM ), |χ(m)|v = 1}. Since M is split,

M(Kv)→ CM (Kv) is surjective and the quotient M(Kv)/M(Kv)
1 is isomorphic to the quotient of CM (Kv)

by its maximal compact subgroup. There is a canonical isomorphism

M(Kv)/M(Kv)
1 ∼= X∗(CM ) ∼= X∗(Z◦

M̂
), (8.4)

hence
Hom(M(Kv)/M(Kv)

1,Ω×) ∼= Z◦
M̂

(Ω). (8.5)

This isomorphism has the following reinterpretation in terms of the unramified local Langlands correspon-
dence. The centre Z

M̂
acts on M̂ by left multiplication in a way commuting with the adjoint action of M̂ ;

this action therefore passes to the quotient M̂�M̂ . Suppose that π is an irreducible admissible Ω[M(Kv)]-
module with πM(OKv ) 6= 0, and let ψ : M(Kv)/M(Kv)

1 → Ω× correspond to the element zψ ∈ Z◦M̂ (Ω) under

the isomorphism (8.5). The representation π ⊗ ψ also has non-zero M(OKv )-fixed vectors, and we have the
equality

S(π ⊗ ψ) = zψ · S(π) (8.6)

inside (M̂�M̂)(Ω).
There is also a global version of this twisting construction. Let ‖ · ‖ : K×\A×K → R>0 denote the

norm character, and define for any standard Levi subgroup M of G

M(AK)1 = {m ∈M(AK) | ∀χ ∈ X∗(CM ), ‖χ(m)‖ = 1}.
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The pairing 〈m,χ〉 = − logq ‖χ(g)‖ gives rise to an isomorphism M(AK)/M(AK)1 ∼= Hom(X∗(CM ),Z) ∼=
X∗(CM ) ∼= X∗(Z◦

M̂
), hence an isomorphism

Hom(M(AK)/M(AK)1,Ω×) ∼= Z◦
M̂

(Ω). (8.7)

The compatibility between the local and global isomorphisms (8.5) and (8.7) is expressed by the commuta-
tivity of the following diagram:

Hom(M(AK)/M(AK)1,Ω×) //

��

Z◦
M̂

(Ω)

��
Hom(M(Kv)/M(Kv)

1,Ω×) // Z◦
M̂

(Ω),

where the left vertical arrow is given by restriction and the right vertical arrow is given by multiplica-
tion by the degree [k(v) : Fq]. In particular, if π is an irreducible admissible Ω[M(AK)]-module and
ψ : M(AK)/M(AK)1 → Ω× is a character corresponding to the element zψ ∈ Z◦

M̂
(Ω) under the isomor-

phism (8.7), and v is a place of K such that π
M(OKv )
v 6= 0, then we have the equality

S((π ⊗ ψ)v) = z
[k(v):Fq ]
ψ · S(πv) (8.8)

inside (M̂�M̂)(Ω), which is the global version of the equation (8.6).

8.2 Summary of V. Lafforgue’s work

We continue with the notation of the previous section, and now summarize some aspects of the construction
of Galois representations attached to automorphic forms by V. Lafforgue [Lafa]. Let l - q be a prime. Let
N =

∑
v nv · v ⊂ X be an effective divisor, and let U(N) = ker(

∏
v G(OKv ) → G(ON )). Let T denote

the set of places v of K for which nv is non-zero. Lafforgue constructs for each finite set I, each tuple

(γi)i∈I ∈ ΓIK , and each function f ∈ Z[ĜI ]Ĝ, an operator SI,(γi)i∈I ,f ∈ EndQl(Ccusp(U(N),Ql)), called an
excursion operator.

Proposition 8.4. The excursion operators enjoy the following properties:

(i) The Ql-subalgebra B(U(N),Ql) of EndQl(Ccusp(U(N),Ql)) generated by these operators (for all I,

(γi)i∈I , and f) is commutative. (Note that it is necessarily a finite Ql-algebra, because it acts faithfully
on the finite-dimensional Ql-space Ccusp(U(N),Ql).)

(ii) The action of excursion operators on Ccusp(U(N),Ql) commutes with the action of the abstract Hecke
algebra H(G(AK), U(N)).

(iii) If v 6∈ T and χV ∈ Z[Ĝ]Ĝ is the character of an irreducible representation V of ĜQl , then S{0},Frobv,χV =
TV,v is the unramified Hecke operator corresponding to V and v under the Satake isomorphism. In
particular, the algebra of excursion operators contains the algebra generated by all the unramified Hecke
operators.

(iv) If N ⊂ N ′ is another effective divisor, then the action of excursion operators commutes with the
inclusion Ccusp(U(N),Ql) ⊂ Ccusp(U(N ′),Ql).

Proof. These properties follow from the constructions given in [Lafa]. Note that our notation is slightly

different (since we take f ∈ Z[Ĝn]Ĝ rather than f ∈ Z[Ĝn+1]Ĝ×Ĝ).

The most important feature of the excursion operators is the following:
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Theorem 8.5. Define for each n ≥ 1 a map ΘU(N),n : Z[Ĝn]Ĝ → Map(ΓnK ,B(U(N),Ql)) by

ΘU(N),n(f)(γ1, . . . , γn) = S{1,...,n},(γi)ni=1,f
.

Then ΘU(N) = (ΘU(N),n)n≥1 is a B(U(N),Ql)-valued pseudocharacter, which factors through the quotient

ΓK → ΓK,T . It is continuous when B(U(N),Ql) is endowed with its l-adic (Ql-vector space) topology.

Proof. See [Lafa, Proposition-Definition 11.3].

Corollary 8.6. Let p ⊂ B(U(N),Ql) be a prime ideal. Then:

(i) There exists a continuous, Ĝ-completely reducible representation σp : ΓK → Ĝ(Ql) satisfying the
following condition: for all excursion operators SI,(γi)i∈I ,f , we have

f((σp(γi))i∈I) = SI,(γi)i∈I ,f mod p. (8.9)

(ii) The representation σp is uniquely determined up to Ĝ(Ql)-conjugacy by (8.9).

(iii) The representation σp is unramified outside the support T of N . If v 6∈ T , then it satisfies the expected

local-global compatibility relation at v: for all irreducible representations V of ĜQl , we have TV,v ∈
B(U(N),Ql) and

χV (σp(Frobv)) = TV,v mod p.

Proof. The first two parts follow from Theorem 8.5 and Theorem 4.5. The third part follows from the third
part of Proposition 8.4.

Definition 8.7. We say that a continuous, Ĝ-completely reducible representation σ : ΓK → Ĝ(Ql) is

automorphic if there exist N and p ⊂ B(U(N),Ql) as above such that σ and σp are Ĝ(Ql)-conjugate.

We warn the reader that the defining property here implies, but is not a priori implied by, the
existence of an automorphic representation with the correct Hecke eigenvalues at unramified places (because

of the possible existence of homomorphisms σ, σ′ such that σ|ΓKv and σ′|ΓKv are Ĝ(Ql)-conjugate for every

place v of K, but nevertheless σ and σ′ are not Ĝ(Ql)-conjugate). However, things are well-behaved in this
way at least when σ has Zariski dense image:

Lemma 8.8. Let σ : ΓK → Ĝ(Ql) be a continuous representation with Zariski dense image. Then σ is
automorphic if and only if there exists a cuspidal automorphic representation π of G(AK) with the following
property: for almost every place v of K such that πG(OKv ) 6= 0, σ|ΓKv is unramified, and we have the relation

(V an irreducible representation of ĜQl)

χV (σ(Frobv)) = eigenvalue of TV,v on π
G(OKv )
v . (8.10)

If these equivalent conditions hold, then σ|ΓKv is unramified at every place v of K such that πG(OKv ) 6= 0,
and satisfies the relation (8.10) there.

Proof. As we have already noted, if σ is automorphic then π exists: if σ = σp, we can choose π to be the
representation generated by a non-zero vector in Ccusp(U(N),Ql)[p]. Suppose conversely that there exists
a cuspidal automorphic representation π as in the statement of the lemma, and let N be minimal with
πU(N) 6= 0. Then we can find a maximal ideal p ⊂ B(U(N),Ql) such that (πU(N))p 6= 0. It then follows from

Proposition 6.4 that σ and σp are Ĝ(Ql)-conjugate representations.

Next, we state a theorem of Genestier and V. Lafforgue [GLb], which gives a partial description
of the restriction of the pseudocharacter ΘU(N) to decomposition groups at ramified places. They actually
prove a much more general result, but in the interest of simplicity we state here only what we need. This
result will be used to understand the ramification of the pseudocharacter ΘU(N) at Taylor–Wiles places.
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Theorem 8.9. Let v be a place of K, and let πv be an irreducible admissible Ql[G(Kv)]-module which is a

submodule of iGBχv for some smooth character χv : T (Kv) → Q×l . Let Vπv ⊂ Ccusp(Ql) be the πv-isotypic

part, and let ΘU(N),πv denote the image of ΘU(N) along the projection B(U(N),Ql)→ EndQl(V
U(N)
πv ). Then

ΘU(N),πv |WKv
takes values in the scalars Ql ⊂ EndQl(V

U(N)
πv ), where it coincides with the pseudocharacter

associated to the representation ιχ∨v .

The notation is as in §7: ι : T̂ → Ĝ is the natural inclusion, and χ∨v : WKv → T̂ (Ql) is the character
dual to χv under the local Langlands correspondence for split tori (Lemma 7.1). Finally, we need to extend
slightly the definition of the algebra of excursion operators. Our first observation is that if U =

∏
v Uv ⊂∏

v G(OKv ) is any open compact subgroup, then we can define an operator SI,(γi)i∈I ,f ∈ EndQl(Ccusp(U,Ql))
as follows: choose N such that U(N) ⊂ U , and restrict the action of the operator in Ccusp(U(N),Ql). It
follows immediately from Proposition 8.4 that this is well-defined and independent of the choice of N , and
that the Ql-subalgebra B(U,Ql) ⊂ EndQl(Ccusp(U,Ql)) generated by all excursion operators is commutative

(it is a quotient of B(U(N),Ql)). We write ΘU for the associated pseudocharacter valued in B(U,Ql) (image
of ΘU(N)).

Our next observation is that the excursion operators preserve natural rational and integral structures.
We fix a choice of coefficient field E ⊂ Ql.

Proposition 8.10. Let U =
∏
v Uv ⊂

∏
v G(OKv ) be an open compact subgroup. Let I be a finite set,

(γi)i∈I ∈ ΓIK , and f ∈ Z[ĜI ]Ĝ. Then the operator SI,(γi)i∈I ,f on Ccusp(U,Ql) preserves the O-submodule
Ccusp(U,O).

Proof. This will follow from [Lafa, Proposition 13.1] if we can show that any function f ∈ Z[Ĝn]Ĝ×Ĝ (where

Ĝ × Ĝ acts on Ĝn by diagonal left and right translation) is of the form f(g1, . . . , gn) = ξ((g1, . . . , gn) · x),

where W is a representation of Ĝn on a free Z-module and x : Z → W and ξ : W → Z are Ĝ-equivariant
morphisms (where Ĝ acts via the diagonal Ĝ→ Ĝn).

We can show this using the recipe of [Lafa, Lemme 10.5]. Let f ∈ Z[Ĝn]Ĝ×Ĝ, and let W ⊂ Z[Ĝn]
denote the submodule generated by the left translates of f . This can be constructed as the intersection
W = (Ĝn(C) · f) ∩ Z[Ĝn]. In particular, every element of W is invariant under diagonal right translation.
Let x = f , and let ξ : W → Z be the restriction to W of the functional ‘evaluation at the identity’. Then x
and ξ are both Ĝ-invariant, and together they give the desired representation of the function f .

We write B(U,O) for the O-subalgebra of EndO(Ccusp(U,O)) generated by all excursion operators.
It follows from Proposition 8.10 that it is a finite flat O-algebra, and it follows from the definitions that the
pseudocharacter ΘU in fact takes values in B(U,O).

Corollary 8.11. Let m ⊂ B(U,O) be a maximal ideal, and choose an embedding B(U,O)/m ↪→ Fl. Then:

(i) There is a Ĝ-completely reducible representation σm : ΓK → Ĝ(Fl) satisfying the following condition:
for all excursion operators SI,(γi)i∈I ,f , we have

f((σm(γi))i∈I) = SI,(γi)i∈I ,f mod m. (8.11)

(ii) The representation σm is uniquely determined up to Ĝ(Fl)-conjugacy by (8.11).

(iii) If v is a place of K such that Uv = G(OKv ), then σm is unramified at v and satisfies the expected local-

global compatibility relation there: for all irreducible representations V of ĜQl , we have TV,v ∈ B(U,O)
and

χV (σm(Frobv)) = TV,v mod m.

We note that the expression in (iii) makes sense, because the character of the reduction of V mod
l is defined independent of any choices.

Proof. Proposition 8.10 implies that ΘU is in fact a B(U,O)-valued pseudocharacter. The result follows on
applying Theorem 4.5 to the projection of ΘU to the quotient B(U,O)/m.
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8.3 Automorphic forms are free over O[∆]

Our goal in the remainder of §8 is to prove an automorphy lifting theorem. We will accomplish this in §8.4 as
an application of the Taylor–Wiles method. This requires us to first establish as a key technical input that
certain integral spaces of automorphic forms are free over suitable integral group rings of diamond operators;
this will be accomplished in the current section (see Theorem 8.17 below), as an application of the principle
outlined in [BK06, Appendix] (which appears here as Lemma 8.18).

8.3.1 Construction of an unramified Hecke operator

We first consider an abstract situation. The setup is as at the beginning of §8. Suppose given the following
data:

• A subring R ⊂ C which is a discrete valuation ring, which contains q1/2, and with finite residue field
k of characteristic l 6= p.

• A finite set S of places of K and an open compact subgroup U =
∏
v Uv ⊂ G(AK) such that for all

v 6∈ S, Uv = G(OKv ).

• For each standard parabolic subgroup P = MN of G (including G itself) a finite set IP of irreducible
admissible C[M(AK)]-modules (πi)i∈IP such that (iGPπi)

U 6= 0. This implies that for each i ∈ IP and

for each v 6∈ S, the space π
M(OKv )
i,v is non-zero. We ask further that the associated homomorphism

φi,v : H(M(Kv),M(OKv ))→ C giving the action of the Hecke algebra on this space takes values in R.

• For each i ∈ IP , a continuous homomorphism ρi : ΓK → M̂(k), unramified outside S, and such that
for each v 6∈ S, the homomorphism H(M(Kv),M(OKv )) → k associated to the conjugacy class of
ρi(Frobv) (which exists by Proposition 8.3) is equal to the reduction of φi,v modulo mR.

• An element i0 ∈ IG such that ρi0 : ΓK → Ĝ(k) is absolutely strongly Ĝ-irreducible, in the sense of
Definition 3.5.

We can associate to each i ∈ IP a homomorphism fi,v : H(G(Kv), G(OKv ))⊗ZR→ R[Z◦
M̂

], which represents

the formula zψ 7→ S(iGP (πi,v ⊗ ψ)) (notation as in §8.1). If Σ is a finite set of places of K, disjoint from S,
then we write TΣ = ⊗v∈ΣH(G(Kv), G(OKv ))⊗Z R and fi,Σ = ⊗v∈Σfi,v : TΣ → R[Z◦

M̂
].

Proposition 8.12. With notation and assumptions as above, we can find Σ and t ∈ TΣ satisfying the
following conditions:

(i) For every standard parabolic subgroup P 6= G and for every i ∈ IP , we have fi,Σ(t) = 0. In particular,
for every character ψ : M(AK)/M(AK)1 → C×, we have t(iGP (π ⊗ ψ))U = 0.

(ii) We have fi0,Σ(t) 6≡ 0 mod mR.

Proof. Given a finite set Σ of places of K, disjoint from S, let xΣ ∈ SpecTΣ(k) be the (closed) point
corresponding to ρi0 . We want to show that we can choose Σ so that for any standard parabolic subgroup
P = MN 6= G and for any i ∈ IP , the image of Z◦

M̂,R
under the corresponding finite map Spec fi,Σ : Z◦

M̂,R
→

TΣ does not contain xΣ. Indeed, the union of these finitely many images is closed, so if this union misses xΣ

then we can find t ∈ TΣ such that the distinguished affine open D(t) = {p ∈ SpecTΣ | t 6∈ p} contains xΣ

but has empty intersection with this union. This element t then has the desired properties (i) and (ii).
Let L′/K be the compositum of the extensions cut out by all of the ρi, i ∈ IP . Let L = L′ · Fdq ,

where d is the exponent of the group l×, and l/k is the compositum of all extensions of degree at most #W .
We choose Σ so that every conjugacy class of the group Gal(L/K) contains an element of the form Frobv,
v ∈ Σ. We claim that this choice of Σ works.

Suppose for contradiction that xΣ is the image under some fi,Σ of a point y ∈ Z◦
M̂,R

, where P = MN

is a proper standard parabolic subgroup of G. The residue field of y is a finite extension of k of degree at
most #W . It follows that there is a continuous character λ : ΓK → Gal(K · Fq/K) → Z◦

M̂
(l) such that
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for each v ∈ Σ, the elements ρi0(Frobv) and (ρi ⊗ λ)(Frobv) ∈ Ĝ(l) determine the same homomorphism
H(G(Kv), G(OKv ))→ l. Moreover ρi ⊗ λ factors through Gal(L/K).

Since the elements Frobv (v ∈ Σ) cover Gal(L/K), we find that for all f ∈ Z[Ĝ]Ĝ and for all γ ∈ ΓK ,
we have f(ρi0(γ)) = f(ρi ⊗ λ(γ)). Applying the strong irreducibility property of ρi0 , we conclude that

ρi ⊗ λ has image contained in no proper parabolic subgroup of Ĝk. However, it has (by construction) image

contained inside M̂k. This contradiction concludes the proof.

8.3.2 Interlude on constant terms and Eisenstein series

We now want to apply Proposition 8.12 to construct unramified Hecke operators which kill compactly
supported automorphic forms which are not cuspidal. This will be accomplished in Lemma 8.16 below, but
we must first recall some basic notions from the complex theory of automorphic forms. Our reference is the
book of Moeglin–Waldspurger [MW95]. The additional ‘automorphic’ notation introduced here (especially
any object in script font A ,B,C , . . . ) will be used only in this §8.3.2.

Fix a place v0 of K, and let z denote the Bernstein center of the group G(Kv0). (This auxiliary
choice of place is used in the definition of spaces of automorphic forms in the following paragraphs. However,
the objects constructed are independent of this choice, and it plays no role in our arguments; see [MW95,

§I.3.6].) Let U0 = G(ÔK). For each standard parabolic subgroup P = MN of G, there is a map mP :
G(AK) → M(AK)/M(AK)1 which sends g = nmu with n ∈ N(AK), m ∈ M(AK), u ∈ U0, to the element
mP (g) = mM(AK)1. This is well-defined because M(AK) ∩ U0 ⊂M(AK)1. The composite

ZM (AK)→M(AK)→M(AK)/M(AK)1

has image of finite index, and compact kernel. We define

Re aM = HomZ(X∗(CM ),R) ∼= M(AK)/M(AK)1 ⊗Z R.

If P = MN is a standard parabolic subgroup of G, then we define a space A (N(AK)M(K)\G(AK)) of
automorphic forms as the set of locally constant functions φ : N(AK)M(K)\G(AK) → C satisfying the
following conditions:

• φ has moderate growth (see [MW95, I.2.3]).

• φ is U0-finite and z-finite.

We write C (N(AK)M(K)\G(AK)) for the space of all continuous functions N(AK)M(K)\G(AK)→ C, and
Cc(N(AK)M(K)\G(AK)) for its subspace of continuous functions of compact support.

If P = MN is a standard parabolic subgroup of G and φ : N(K)\G(AK) → C is a continuous
function, then we define the constant term of φ along P by the integral

φP (g) =

∫
n∈N(K)\N(AK)

φ(ng) dn.

Note that N(K)\N(AK) is compact and so has its canonical probability measure, induced from a left-
invariant Haar measure on N(AK). This means that the integral is well-defined. If P ′ ⊂ P are standard
parabolic subgroups of G and φ ∈ A (N(AK)M(K)\G(AK)), then in fact φP ′ ∈ A (N ′(AK)M ′(K)\G(AK)).

A function φ ∈ A (N(AK)M(K)\G(AK)) is said to be cuspidal if for all proper standard parabolic
subgroups P ′ ⊂ P , the constant term φP ′ vanishes. We write A0(N(AK)M(K)\G(AK)) for the subspace of
cusp forms. If χ : ZM (K)\ZM (AK)→ C× is a character, then we define

A (N(AK)M(K)\G(AK))χ ⊂ A (N(AK)M(K)\G(AK))

and
A0(N(AK)M(K)\G(AK))χ ⊂ A0(N(AK)M(K)\G(AK))
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to be the subspaces of functions satisfying the relation φ(zg) = χ(z)φ(g) for all z ∈ ZM (AK). The group
G(AK) acts on all of the above-defined spaces of functions by right translation, and we have isomorphisms
of C[G(AK)]-modules

A (N(AK)M(K)\G(AK)) ∼= Ind
G(AK)
P (AK) A (M(K)\M(AK))

and
A0(N(AK)M(K)\G(AK)) ∼= Ind

G(AK)
P (AK) A0(M(K)\M(AK)),

where the spaces of automorphic forms on M are defined in the same way as for G (see [MW95, I.2.17]).

Proposition 8.13. Let P = MN be a standard parabolic subgroup of G, and let U ⊂ U0 be an open compact
subgroup. Then there exists a compact subset C ⊂ G(AK) such that any function

φ ∈ A0(N(AK)M(K)\G(AK))U

has support contained in ZM (AK)N(AK)M(K)C. In particular, for any character χ : ZM (K)\ZM (AK)→
C×, the space

A0(N(AK)M(K)\G(AK))Uχ

is finite-dimensional, and for any φ ∈ A0(N(AK)M(K)\G(AK))U , the support of φ is compact modulo
ZM (AK)P (K).

Proof. If P = G, then A0 = Ccusp and this follows from Proposition 8.2. The general case can be reduced to
Proposition 8.2, or rather its generalization [Har74, Theorem 1.2.1] to reductive (and not just semisimple)
groups, as we now explain. After possibly shrinking U , we can assume that U is normal in U0. Then for all u ∈
U0, the function φu : m 7→ φ(mu) defines an element of A0(M(K)\M(AK))U∩M(AK). Applying the analogue
of Proposition 8.2 to the reductive group M , we get a compact subset C ′ ⊂ M(AK) such that any such
function φu has support in ZM (AK)M(K)C ′. It follows that φ has support in N(AK)ZM (AK)M(K)C ′U0.
We can therefore take C = C ′U0.

Proposition 8.14. Let P = MN be a standard parabolic subgroup of G.

(i) Given characters χ : ZM (K)\ZM (AK) → C× and ψ : M(AK)/M(AK)1 → C×, there are canonical
isomorphisms

A (N(AK)M(K)\G(AK))χ ∼= A (N(AK)M(K)\G(AK))χψ

and
A0(N(AK)M(K)\G(AK))χ ∼= A0(N(AK)M(K)\G(AK))χψ

given by the formula φ 7→ (g 7→ ψ(mP (g))φ(g)).

(ii) Let C[Re aM ] denote the ring of polynomials on the real vector space Re aM with complex coefficients.
Then there are canonical isomorphisms

C[Re aM ]⊗C ⊕χA (N(AK)M(K)\G(AK))χ ∼= A (N(AK)M(K)\G(AK))

and
C[Re aM ]⊗C ⊕χA0(N(AK)M(K)\G(AK))χ ∼= A0(N(AK)M(K)\G(AK))

given by the formula Q⊗ φ 7→ (g 7→ Q(mP (g))φ(g)).

Proof. See [MW95, I.3].

Let P = MN be a proper standard parabolic subgroup of G. We write C0(N(AK)M(K)\G(AK)) for
the space of functions N(AK)M(K)\G(AK)→ C spanned by functions of the form g 7→ b(mP (g))φ(g), where
φ ∈ A0(N(AK)M(K)\G(AK)) and b : M(AK)/M(AK)1 → C has compact support (see [MW95, I.3.4]). It
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follows from Proposition 8.13 that any function φ ∈ C0(N(AK)M(K)\G(AK)) has compact support modulo
P (K). We can therefore define a linear map

EisP : C0(N(AK)M(K)\G(AK))→ Cc(G(K)\G(AK))

φ 7→

EisP φ : g 7→
∑

γ∈P (K)\G(K)

φ(γg)

 .

This is G(AK)-equivariant. If ψ : G(K)\G(AK) → C is any locally constant function, then we have the
formula ∫

x∈N(AK)M(K)\G(AK)

φ(x)ψP (x) dx =

∫
g∈G(K)\G(AK)

EisP (φ)(g)ψ(g) dg. (8.12)

In particular, if ψ ∈ A0(G(K)\G(AK)), then these integrals both vanish.

Lemma 8.15. Let S be a finite set of places of K, and let U =
∏
v Uv ⊂ G(AK) be an open compact

subgroup such that Uv = G(OKv ) if v 6∈ S. Let t ∈ H(G(ASK), US) ⊗Z C be an operator such that for any
character χ : ZM (K)\ZM (AK) → C×, tA0(N(AK)M(K)\G(AK))Uχ = 0. Then tCc(G(K)\G(AK))U ⊂
A0(G(K)\G(AK))U .

Proof. We introduce the Hilbert space H = L2(G(K)\G(AK)/U), which is the completion of the space
Cc(G(K)\G(AK))U with respect to its natural pre-Hilbert structure given by the inner product

(φ, ψ) =

∫
g∈G(K)\G(AK)

φ(g)ψ(g) dg.

The operator t induces a continuous linear endomorphism of H which leaves invariant the finite-dimensional
closed subspace A0(G(K)\G(AK))U . To prove the lemma, it suffices to show that t acts as 0 on a dense
subspace of the orthogonal complement of A0(G(K)\G(AK))U . By [MW95, Proposition I.3.4] and the
relation (8.12),

∑
P(G EisP C0(N(AK)M(K)\G(AK))U is such a subspace.

We therefore need show that for each proper standard parabolic P = MN of G, we have

tC0(N(AK)M(K)\G(AK))U = 0.

There is a Hermitian pairing

〈·, ·〉P : C0(N(AK)M(K)\G(AK))U × C (N(AK)M(K)\G(AK))U → C,

given by the formula 〈φ, ψ〉P =
∫
x∈N(AK)M(K)\G(AK)

φ(x)ψ(x) dx. Let (·)∗ denote the anti-involution of

H(G(ASK), US) ⊗Z C given by the formula s∗(g) = s(g−1). Then for any s ∈ H(G(ASK), US) ⊗Z C we have
the formula 〈sφ, ψ〉 = 〈φ, s∗ψ〉.

For any φ ∈ C0(N(AK)M(K)\G(AK)) and any finite subset X ⊂ M(AK)/M(AK)1, we can find
ψ ∈ ⊕χA0(N(AK)M(K)\G(AK))χ such that φ(g) = ψ(g) whenever mP (g) ∈ X. Indeed, this follows from
Proposition 8.14 and the definition of the space C0(N(AK)M(K)\G(AK)). To finish the proof of the lemma,
we choose φ ∈ C0(N(AK)M(K)\G(AK)). We can find ψ ∈ ⊕χA0(N(AK)M(K)\G(AK))χ such that the
restriction of ψ to the support of t∗tφ equals φ. We then obtain

〈tφ, tφ〉 = 〈t∗tφ, ψ〉 = 〈tφ, tψ〉 = 0,

since t annihilates ψ, by hypothesis. This forces tφ = 0. Since φ was arbitrary this shows the desired
vanishing.

In the statement (but not the proof) of the following lemma, we use the notation of §8.2.

Lemma 8.16. Let S be a finite set of places of K, and let U ⊂ G(ÔK) be an open compact subgroup such
that Uv = G(OKv ) if v 6∈ S. Let l be a prime and let E ⊂ Ql be a coefficient field. Let m ⊂ B(U,O) be a

maximal ideal such that σm : ΓK,S → Ĝ(Fl) is strongly irreducible. Then, after possibly enlarging E, we can
find t ∈ H(G(ASK), US)⊗Z O such that t mod m 6= 0 and tCc(U,O) ⊂ Ccusp(U,O).
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Proof. If P = MN is a standard parabolic subgroup of G, say that two characters χ, χ′ : ZM (K)\ZM (AK)→
C× are twist equivalent if they differ by multiplication by an element of the image of the map

Hom(M(AK)/M(AK)1,C×)→ Hom(ZM (K)\ZM (AK),C×).

There are finitely many twist equivalence classes of characters χ : ZM (K)\ZM (AK)/(U ∩ ZM (AK))→ C×,
and each equivalence class contains a character of finite order. This being the case, we can find the following
data:

• A number field L ⊂ C.

• For each standard parabolic subgroup P = MN ⊂ G, a finite set XP of representatives

χ : ZM (K)\ZM (AK)/(U ∩ ZM (AK))→ C×

of the twist equivalence classes, each χ ∈ XP taking values in O×L and being of finite order.

After possibly enlarging L, we can assume that for each χ ∈ XP and for each of the finitely many irreducible
constituents π ⊂ A0(N(AK)M(K)\G(AK))χ with non-zero U -invariants, the unramified Hecke operators
TV,v (v 6∈ S) on πU have all eigenvalues in OL[1/p]. Indeed, there is an isomorphism of admissible C[G(AK)]-
modules

A0(N(AK)M(K)\G(AK))χ ∼= Ind
G(AK)
P (AK) A0(M(K)\M(AK))χ,

and A0(M(K)\M(AK))χ has a natural OL[1/p]-structure which is preserved by the TV,v (consisting of those
functions φ : M(K)\M(AK)→ C which take values in OL[1/p]).

Let λ be a place of L of residue characteristic l, and let R = OL,(λ) ⊂ C. Fix an isomorphism

Ql ∼= C which induces the place λ of L. After possibly enlarging E, we can assume that E contains L
under this identification. If P = MN is a standard parabolic subgroup of G, let IP denote the set of all
irreducible constituents of A0(N(AK)M(K)\G(AK))χ with non-zero U -invariants, as χ ranges over XP .
We are now in the situation of Proposition 8.12, so we obtain a Hecke operator t ∈ H(G(ASK), US) ⊗Z R

such that t has non-zero image in B(U,O)/m and t acts as 0 on any representation i
G(AK)
P (AK)(π ⊗ ψ) (π ∈ IP ,

ψ ∈ Hom(M(AK)/M(AK)1,C×)) when P is a proper standard parabolic subgroup of G, hence on

⊕χA0(N(AK)M(K)\G(AK))Uχ .

It now follows from Lemma 8.15 that t has the properties claimed in the statement of the current lemma.

8.3.3 Application to freeness of integral automorphic forms

We now come to the main result of §8.3. We fix a prime l and a coefficient field E ⊂ Ql.

Theorem 8.17. Let U =
∏
v Uv be an open compact subgroup of G(ÔK), and let V =

∏
v Vv ⊂ U be an

open normal subgroup such that U/V is abelian of l-power order. Let v0 be a place of K, and let lM denote
the order of an l-Sylow subgroup of G(Fqv0 ). Let V ⊂ W ⊂ U be a subgroup such that (U/V )[lM ] ⊂ W/V .

Finally, let m ⊂ B(W,O) be a maximal ideal such that σm is strongly Ĝ-irreducible. Then Ccusp(W,O)m is
a finite free O[U/W ]-module.

The starting point for the proof is the following lemma.

Lemma 8.18. Let U =
∏
v Uv be an open compact subgroup of G(ÔK), and let V =

∏
v Vv ⊂ U be an open

normal subgroup such that U/V is abelian of l-power order. Let v0 be a place of K, and let lM denote the
order of an l-Sylow subgroup of G(Fqv0 ). Let V ⊂W ⊂ U be a subgroup such that (U/V )[lM ] ⊂W/V . Then
the quotient U/W acts freely on XW = G(K)\G(AK)/W .

44



Proof. For any place v of K and for any g ∈ G(AK), the finite group gG(K)g−1 ∩ U injects into Uv under
projection to the v-component. Consequently, the l-part of its order divides lM .

The group U acts on the discrete sets XV and XW by right translation. We want to show that if
g ∈ G(AK), then StabU (G(K)gW ) = W . We have StabU (G(K)gW ) = StabU (G(K)gV ) ·W , so it suffices
to show that StabU (G(K)gV ) ⊂ W . On the other hand, we have StabU (G(K)gV ) = (U ∩ g−1G(K)g) · V ,
so it even suffices to show that U ∩ g−1G(K)g ⊂W .

Let u ∈ U∩g−1G(K)g. We must show that u lies in the kernel of the composite group homomorphism

U ∩ g−1G(K)g
α //U/V

β //U/W.

The element α(u) has l-power order, hence satisfies α(u)l
M

= e, hence (by hypothesis) (β ◦ α)(u) = e. This
completes the proof.

The lemma implies in particular that Cc(W,O) is a free O[U/W ]-module (although of infinite rank).
In order to prove Theorem 8.17, we will show that Ccusp(W,O)m can be realized as a direct summand
O[U/W ]-module of Cc(W,O). Let S be a finite set of places of K such that Uv = Vv = G(OKv ) if v 6∈ S.
By Lemma 8.16, we can find an operator t ∈ H(G(ASK), US)⊗Z O such that tCc(W,O) ⊂ Ccusp(W,O) and
t has non-zero image in B(W,O)/m. Since B(W,O) is a finite O-algebra, we can find s ∈ B(W,O) such
that sCcusp(W,O) = Ccusp(W,O)m and s has non-zero image in B(W,O)/m. Let z = s ◦ t, viewed as an
endomorphism of Cc(W,O). Then we have

zCc(W,O) = zCcusp(W,O)m = Ccusp(W,O)m,

and the restriction of z to Ccusp(W,O)m is an automorphism. Since the action of z commutes with the action
of O[U/W ], we conclude that Ccusp(W,O)m is a direct summand O[U/W ]-module of Cc(W,O), and hence
that Ccusp(W,O)m is a finite free O[U/W ]-module, as required. This completes the proof of Theorem 8.17.

8.4 Automorphic forms are free over Rρ

We now show how to use our work so far to prove an ‘R = B’ theorem, which identifies in certain cases part of
the integral algebra B(U,O) of excursion operators with a Galois deformation ring of the type introduced in

§5.2. Let l be a prime not dividing q, let E ⊂ Ql be a coefficient field, and let U = G(ÔK). Let m ⊂ B(U,O)

be a maximal ideal, and let σm : ΓK → Ĝ(Fl) denote the representation associated to the maximal ideal m

by Corollary 8.11. We can assume, after possibly enlarging E, that σm takes values in Ĝ(k). We make the
following assumptions:

(i) l - #W . This implies in particular that l is a very good characteristic for Ĝ.

(ii) The subgroup ZĜad(σm(ΓK)) of Ĝk is scheme-theoretically trivial.

(iii) The representation σm is absolutely strongly Ĝ-irreducible (Definition 3.5).

(iv) The subgroup σm(ΓK(ζl)) of Ĝ(k) is Ĝ-abundant (Definition 5.18).

We note that assumptions (i) and (iii) together imply that ZĜad(σm(ΓK)) is a finite étale group (by Theorem
3.4 and Theorem 3.8). Point (ii) can therefore be checked at the level of geometric points.

The universal deformation ring Rσm,∅ is then defined (see §5.2). We write ΘU,m for the projection

of the pseudocharacter ΘU to B(U,O)m, and σuniv : ΓK → Ĝ(Rσm,∅) for a representative of the universal
deformation.

Lemma 8.19. There is a unique morphism fm : Rσm,∅ → B(U,O)m of O-algebras such that fm,∗ trσuniv =
ΘU,m. It is surjective.
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Proof. The existence and uniqueness of the map follows from Theorem 4.10 and our assumption on the
centralizer of the image of σm in the group Ĝad. The map is surjective because, by definition, the ring
B(U,O)m is generated by the excursion operators SI,(γi)i∈I ,f , and each such operator can be explicitly
realized as the image of the element f(σuniv(γi)i∈I) ∈ Rσm,∅.

The rest of this section is now devoted to proving the following result.

Theorem 8.20. With assumptions as above, fm is an isomorphism, Ccusp(U,O)m is a free Rσm,∅-module,
and Rσm,∅ is a complete intersection O-algebra.

Before giving the proof of Theorem 8.20, we explain the role played by our hypotheses (i) – (iv)
above. The first condition (i) is convenient; it removes the need to deal with some technical issues (such

as possible non-smoothness of the map Ĝ → Ĝad). The condition (ii) is absolutely essential, since it is
only in this case that the pseudocharacter in B(U,O) constructed by Lafforgue can be upgraded to a true
representation, as in Lemma 8.19. Since we know how to control deformations of representations using Galois
cohomology, but not how to control deformations of pseudocharacters, we do not see a way to avoid this at
the present time.

The condition (iii) is used to establish an essential technical lemma (Lemma 8.22 below, which is

a reformulation of Theorem 8.17). We note that the Ĝ-irreducibility of σm is already implied by (ii), so it
is the strong irreducibility that is important here. Finally, the condition (iv) is used to construct sets of
auxiliary Taylor–Wiles places of K. Some condition of this type is essential. It is possible that this could
be weakened in the future (as the notion of ‘bigness’ has been replaced by ‘adequacy’ in analogous theorems

for GLn), but the condition of Ĝ-abundance is sufficient for our purposes.

Corollary 8.21. Let ρ : ΓK → Ĝ(E) be a continuous, everywhere unramified representation such that
ρ ∼= σm. Then there exists a cuspidal automorphic representation Π of G(AK) over Ql such that ΠU 6= 0

and for every place v of K, and every irreducible representation V of ĜQl , we have

χV (ρ(Frobv)) = eigenvalue of TV,v on ΠUv
v .

Fix a choice of character ψ : N(K)\N(AK) → Z×l , and suppose further that there exists a minimal prime
ideal p ⊂ B(U,O)m and f ∈ Ccusp(U,O)m[p] satisfying∫

n∈N(K)\N(AK)

f(n)ψ(n) dn 6≡ 0 mod mZl .

Then we can moreover assume that Π is generated by a vector F ∈ Ccusp(U,Ql) satisfying∫
n∈N(K)\N(AK)

F (n)ψ(n) dn 6= 0.

In particular, if ψ is a generic character, then Π is globally generic.

Proof. The representation ρ determines a homomorphism Rσm,∅ → O; let q denote its kernel. Then
Ccusp(U,O)m[q] is a non-zero finite free O-module. If x ∈ Ccusp(U,O)m[q] is a non-zero element, then

for every place v of K and for every irreducible representation V of ĜQl , we have TV,vx = χV (ρ(Frobv))x.

We can take Π to be the irreducible Ql[G(AK)]-module generated by x. This establishes the first claim.
For the second, we note that we are free to enlarge O. We can therefore assume that B(U,O)m/p = O

(i.e. that the eigenvalues of the excursion operators on f all lie in O) and that the functional

Ψ : Ccusp(U,O)m → Zl, F 7→ Ψ(F ) =

∫
n∈N(K)\N(AK)

F (n)ψ(n) dn,

in facts takes values in O, and therefore defines an element of HomO(Ccusp(U,O)m,O) = H∗0 , say.
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By Theorem 8.20, both H0 and H∗0 are free B(U,O)m-modules. The duality H0 ×H∗0 → O induces
a perfect duality

(H0/$H0)[m]×H∗0/mH∗0 → k.

Since f ∈ H0[p] and p + ($) = m, the element f = f mod $H0 lies in (H0/$H0)[m]. Moreover, we have
Ψ(f) 6= 0, showing that Ψ defines a non-trivial element of H∗0/mH

∗
0 . Let Ψ = Ψ1, . . . ,Ψm be elements of

H∗0 which project to a basis of H∗0/mH
∗
0 ; by Nakayama’s lemma, they are actually free B(U,O)m-module

generators for H∗0 . This shows that for any minimal prime ideal q ⊂ B(U,O)m, the restriction of Ψ to H0[q]
is non-zero. For the second part of the corollary, we can therefore take Π to be the irreducible Ql[G(AK)]-
module generated by an element of H0[q] which does not lie in the kernel of Ψ.

Proof of Theorem 8.20. We will use the Taylor–Wiles method. We first introduce some notation. We recall
(Definition 5.16) that a Taylor–Wiles datum for σm is a pair (Q, {ϕv}v∈Q), where:

• Q is a finite set of places v of K such that σm(Frobv) is regular semisimple and qv ≡ 1 mod l.

• For each v ∈ Q, ϕv : T̂k ∼= ZĜ(σm(Frobv)) is a choice of inner isomorphism.

We recall that we have fixed a choice T ⊂ B ⊂ G of split maximal torus and Borel subgroup of G. If
Q is a Taylor–Wiles datum, then we define ∆Q to be the maximal l-power order quotient of the group∏
v∈Q T (k(v)). According to Lemma 5.15, the ring Rσm,Q then has a canonical structure of O[∆Q]-algebra.

We will write aQ ⊂ O[∆Q] for the augmentation ideal; the same lemma shows that there is a canonical
isomorphism Rσm,Q/(aQ) ∼= Rσm,∅.

If Q is a Taylor–Wiles datum, then we define open compact subgroups U1(Q) ⊂ U0(Q) ⊂ U as
follows:

• U0(Q) =
∏
v U0(Q)v, where U0(Q)v = Uv = G(OKv ) if v 6∈ Q, and U0(Q)v is the Iwahori group U0

defined in §7 if v ∈ Q.

• U1(Q) =
∏
v U1(Q)v, where U1(Q)v = Uv = G(OKv ) if v 6∈ Q, and U1(Q)v is the group U1 defined in

§7 if v ∈ Q.

Thus U1 ⊂ U0 is a normal subgroup, and there is a canonical isomorphism U0/U1
∼= ∆Q.

We now need to define auxiliary spaces of modular forms. We define H ′0 = Ccusp(U,O)m. If Q is a
Taylor–Wiles datum, then there are surjective maps B(U1(Q),O)→ B(U0(Q),O)→ B(U,O), and we write
m as well for the pullback of m ⊂ B(U,O) to these two algebras. Just as in Lemma 8.19, we have surjective
morphisms

Rσm,Q → B(U1,O)m → B(U0,O)m.

We define H ′Q,1 = Ccusp(U1(Q),O)m and H ′Q,0 = Ccusp(U0(Q),O)m.
There is a structure of Rσm,Q[

∏
v∈QX∗(T )]-module on H ′Q,0, where the copy of X∗(T ) corresponding

to v ∈ Q acts via the embedding O[X∗(T )]→ HU0(Q)v described in Lemma 7.2 and the preceding paragraphs.
We write nQ,0 ⊂ O[

∏
v∈QX∗(T )] for the maximal ideal which is associated to the tuple of characters (v ∈ Q):

ϕ−1
v ◦ σm|WKv

: WKv → T̂ (k), (8.13)

as in the paragraph following Lemma 7.2. Then H ′Q,0,nQ,0 is a direct factor Rσm,Q-module of H ′Q,0, and

Proposition 7.8 shows that there is a canonical isomorphism H ′Q,0,nQ,0
∼= H ′0 of Rσm,Q-modules. (We note

that the key hypothesis in Proposition 7.8 of compatibility of two different pseudocharacters is satisfied in
our situation by Theorem 8.9. We note as well that we assume in §7 that if v ∈ Q, then the stabilizer in the
Weyl group of the regular semisimple element ρm(Frobv) ∈ Ĝ(k) is trivial; this is equivalent to the condition

that the centralizer in Ĝk of ρm(Frobv) is connected, which is part of the definition of a Taylor–Wiles datum.)
Similarly, if v ∈ Q then we write T (Kv)l for the quotient of T (Kv) by its maximal pro-prime-to-l

subgroup. Then there is a structure of Rσm,Q[
∏
v∈Q T (Kv)l]-module on H ′Q,1, where the copy of T (Kv)l

corresponding to v ∈ Q acts via the embedding O[T (Kv)l] → HU1(Q)v described in Lemma 7.3. We write
nQ,1 ⊂ O[

∏
v∈Q T (Kv)l] for the maximal ideal which is associated to the tuple of characters (8.13) as in the
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paragraph following Lemma 7.4. Then H ′Q,1,nQ,1 is a direct factor Rσm,Q-module of H ′Q,1, and Proposition

7.9 shows that the two structures of O[∆Q]-module on H ′Q,1,nQ,1 , one arising from the homomorphism

O[∆Q]→ Rσm,Q and the other from the homomorphism O[∆Q]→ O[
∏
v∈Q T (Kv)l], are the same. (We are

again invoking Theorem 8.9 to justify the application of Proposition 7.9.)
It follows from the second part of Lemma 7.3 that the natural inclusion

Ccusp(U0(Q),O) ⊂ Ccusp(U1(Q),O)

induces an identification H ′Q,0,nQ,0 = (H ′Q,1,nQ,1)∆Q . In order to complete the proof, we will require one more

key property of the modules H ′Q,1.

Lemma 8.22. Fix a place v0 of K, and let lM denote the order of the l-Sylow subgroup of G(Fqv0 ). Let Q

be a Taylor–Wiles datum, and suppose given an integer N ≥ M such that for each v ∈ Q, qv ≡ 1 mod lN .

Then (H ′Q,1)l
N−M∆Q is a free O[∆Q/l

N−M∆Q]-module.

Proof. This follows from Theorem 8.17. (This is the point in the proof where we use our assumption that

σm is strongly Ĝ-irreducible.)

This property implies in turn that (H ′Q,1,nQ,1)l
N−M∆Q is a free O[∆Q/l

N−M∆Q]-module. Observe

that the abelian group ∆Q/l
N−M∆Q is a free Z/lN−MZ-module of rank r#Q, where r = rank Ĝ.

Henceforth we fix a place v0 of K and let lM be as in Lemma 8.22. If Q is a Taylor–Wiles datum

as in Lemma 8.22, we will then define HQ = HomO((H ′Q,1,nQ,1)l
N−M∆Q ,O) and H0 = HomO(H ′0,O), and

endow these finite free O-modules with their natural structures of Rσm,Q ⊗O[∆Q] O[∆Q/l
N−M∆Q]- and

Rσm,∅-module, respectively. We can summarize the preceding discussion as follows:

• The module HQ is a finite free O[∆Q/l
N−M∆Q]-module, where O[∆Q/l

N−M∆Q] acts via the algebra
homomorphism

O[∆Q/l
N−M∆Q]→ Rσm,Q ⊗O[∆Q] O[∆Q/l

N−M∆Q].

• There is a natural surjective map HQ → H0, which factors through an isomorphism (HQ)∆Q
→ H0,

and is compatible with the isomorphism Rσm,Q/(aQ) ∼= Rσm,∅.

Indeed, the freeness of (H ′Q,1,nQ,1)l
N−M∆Q implies that HQ is itself a free O[∆Q/l

N−M∆Q]-module, and that
there is a natural isomorphism

(HQ)∆Q
∼= HomO((H ′Q,1,nQ,1)l

N−M∆Q)∆Q ,O) = HomO(H ′Q,0,nQ,0 ,O) ∼= HomO(H ′0,O) = H0.

Let q = h1(ΓK,∅, ĝk). By Proposition 5.19, we can find for eachN ≥ 1 a Taylor–Wiles datum (QN , {ϕv}v∈QN )
which satisfies the following conditions:

• For each v ∈ QN , we have qv ≡ 1 mod lN+M and #QN = q.

• There exists a surjection OJX1, . . . , XgK→ Rσm,QN , where g = qr.

We now patch these objects together. Define R∞ = OJX1, . . . , XgK, ∆∞ = Zgl , ∆N = ∆∞/l
N∆∞, S∞ =

OJ∆∞K, SN = O[∆N ]. We define bN = ker(S∞ → SN ), b0 = ker(S∞ → O) (i.e. b0 is the augmentation ideal
of this completed group algebra). We choose for each Taylor–Wiles datum QN a surjection ∆∞ → ∆QN ;
this endows each ring Rσm,QN with an S∞-algebra structure, and hence each ring Rσm,QN /(bN ) with an SN -
algebra structure. The discussion above shows that HQN has a natural structure of Rσm,QN /(bN )-module,
and that HQN is free as an SN -module, when SN acts via the map SN → Rσm,QN /(bN ). We also fix a choice
of surjection R∞ → Rσm,QN .

Let a = dimk(H0⊗O k), and if m ≥ 1 set rm = g(g+ 1)amlm. This integer is chosen so that for any
N ≥ 1, we have

mrNRσm,QN
HQN ⊂ $NHQN .

If m ≥ 1 is an integer, then we define a patching datum of level m to be a tuple (Rm, Hm, αm, βm) consisting
of the following data:
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• Rm is a complete Noetherian local O-algebra with residue field k. It is equipped with a homomorphism
Sm → Rm and a surjective homomorphism R∞ → Rm (both morphisms of O-algebras).

• Hm is a finite Rm-module.

• αm is an isomorphism Rm/(b0) ∼= Rσm,∅/m
rm
Rσm,∅

of O-algebras.

• βm is an isomorphism Hm/(b0) ∼= H0/($
m) of O-modules.

We require these data to satisfy the following conditions:

• The maximal ideal of Rm satisfies mrmRm = 0.

• Hm is a free Sm/($
m)-module, where Sm acts via Sm → Rm.

• The isomorphisms αm, βm are compatible with the structure of Rσm,∅/m
rm
Rσm,∅

-module on H0/($
m).

We define a morphism between two patching data (Rm, Hm, αm, βm), (R′m, H
′
m, α

′
m, β

′
m) of level m to be a

pair of isomorphisms i : Rm → R′m, j : Hm → H ′m satisfying the following conditions:

• i is compatible with the structures of R∞- and Sm-algebra, and satisfies αm = α′mi.

• j is compatible with the structures of Rm- and R′m-module via i, and satisfies βm = β′mj.

Then the collection Dm of patching data of level m forms a category (in fact a groupoid). This category has
finitely many isomorphism classes of objects: indeed, our conditions imply that Rm and Hm have cardinality
bounded solely in terms of m, and the finiteness follows from this. For any m′ ≥ m, there is a functor
Fm′,m : Dm′ → Dm which sends (Rm′ , Hm′ , αm′ , βm′) to the datum (Rm, Hm, αm, βm) given as follows:

• We set Rm = Rm′/(bm,m
rm
Rm′

).

• We set Hm = Hm′/(bm, $
m).

• We let αm = αm′ mod mrmRm′ and βm = βm′ mod $m, noting that there are canonical isomorphisms

Rm/(b0) ∼= Rm′/(b0,m
rm
Rm′

) and Hm/(b0) ∼= Hm′/(b0, $
m).

For any 1 ≤ m ≤ N , we can write down a patching datum Pm,N = (Rm,N , Hm,N , αm,N , βm,N ) of level m as
follows:

• We set Rm,N = Rσm,QN /(m
rm
Rσm,QN

, bm). Our choices determine maps R∞ → Rm,N and Sm → Rm,N .

• We set Hm,N = HQN /(bm, $
m).

• We let αm,N denote the reduction modulo mrmRσm,QN
of the canonical isomorphism Rσm,QN /(b0) ∼=

Rσm,∅.

• We let βm,N denote the reduction modulo $m of the canonical isomorphism HQN /(b0) ∼= H0.

Using the finiteness of the skeleton category of Dm for each m ≥ 1, we find that we can choose integers
N1 ≤ N2 ≤ N3 ≤ . . . and for each m ≥ 1 an isomorphism Fm+1,m(Pm+1,Nm+1

) ∼= Pm,Nm of patching data.
This means that we can pass to the inverse limit, setting

R∞ = lim←−
m

Rm,Nm , H∞ = lim←−
m

Hm,Nm ,

to obtain the following objects:

• R∞, a complete Noetherian local O-algebra with residue field k, which is equipped with structures of
S∞-algebra and a surjective map R∞ → R∞.

• H∞, a finite R∞-module.
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• α∞, an isomorphism R∞/(b0) ∼= Rσm,∅.

• β∞, an isomorphism H∞/(b0) ∼= H0.

These objects have the following additional properties:

• H∞ is free as an S∞-module.

• The isomorphisms α∞, β∞ are compatible with the structure of Rσm,∅-module on H0.

We find that

dimR∞ ≥ depthR∞ H∞ ≥ depthS∞ H∞ = dimS∞ = dimR∞ ≥ dimR∞,

and hence that these inequalities are equalities, R∞ → R∞ is an isomorphism, and (by the Auslander–
Buchsbaum formula) H∞ is also a free R∞-module. It follows that H∞/(b0) ∼= H0 is a free R∞/(b0) ∼= Rσm,∅-
module, and that Rσm,∅ is an O-flat complete intersection. This in turn implies that Ccusp(U,O)m ∼=
HomO(H0,O) is a free Rσm,∅-module (complete intersections are Gorenstein). This completes the proof of
the theorem.

9 Application of theorems of L. Moret-Bailly

In this section we make some simple geometric constructions regarding torsors under finite groups. We first
recall some basic facts. Let H be a finite group. We recall that an H-torsor over a scheme S is an S-scheme
X, faithfully flat and of locally finite type, on which H acts on the left by S-morphisms, and such that the
natural morphism HS×SX → X×SX, (h, x) 7→ (hx, x), is an isomorphism. (Here HS denotes the constant
group over S attached to H.)

Two torsors X,X ′ over S are said to be isomorphic if there exists an H-equivariant S-isomorphism
f : X → X ′. The étale sheaf IsomS,H(X,X ′) of isomorphisms of H-torsors is representable by a finite étale
S-scheme. If X = HS is the trivial H-torsor over S, then we have a canonical identification IsomS,H(X,X ′) =
X ′.

Now suppose that S is connected, and let s be a geometric point of S. If X is an H-torsor over S,
then the choice of a geometric point x of X above s determines a homomorphism ϕX,x : π1(S, s)→ H, given
by the formula γ · x = ϕX,x(γ) · x (γ ∈ π1(S, s)). A different choice of x replaces ϕX,x by an H-conjugate.
This assignment X 7→ ϕX,x determines a bijection between the following two sets (see [SGA03, Exp. V, No.
5]) :

• The set of H-torsors X over S, up to isomorphism.

• The set of homomorphisms π1(S, s)→ H, up to H-conjugation.

We will apply these considerations in the following context. Let X,Y be smooth, geometrically connected
curves over Fq, and set K = Fq(X), F = Fq(Y ). Let ηX , ηY be the geometric generic points of X and
Y , respectively, corresponding to fixed choices of separable closures Ks/K and F s/F . We write Fq for the
algebraic closure of Fq inside Ks.

Let ϕ : π1(X, ηX) → H, ψ : π1(Y, ηY ) → H be homomorphisms. We now consider the pullbacks of
these homomorphisms to various different (although closely related) fundamental groups. The curve YK is a
smooth, geometrically connected curve over K, and the given data determines two torsors Xψ and Xϕ over
YK . We define Zψ,ϕ = IsomYK ,H(Xϕ, Xψ). Let Ω denote a separable closure of the function field of YKs ,
and let η denote the corresponding geometric generic point of YKs . Fix a choice of F -embedding F s ↪→ Ω.
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We then have a commutative diagram of fundamental groups:

π1(YKs , η)

xx && &&
π1(YK , η)

wwww && &&

π1(YFq , ηY )

xx
π1(SpecK, ηX)

ϕ

xx

π1(Y, ηY )
ψ

''
H H

(9.1)

We recall ([SGA03, Exp. V, Proposition 6.9]) that if S′ → S is a morphism of connected schemes, then the
surjectivity of the map π1(S′, ηS′)→ π1(S, ηS) is equivalent to the following statement: for each connected
finite étale cover Z → S, ZS′ → S′ is still connected. This condition is easily checked for the morphisms
leading to the surjective arrows in the above diagram. For example, let Y ′ → Y be a connected finite étale
cover, and let Fq′ denote the algebraic closure of Fq in Fq(Y ′). Then Y ′ is geometrically connected over Fq′ ,
which shows that Y ′K is connected.

Lemma 9.1. Let notation be as above.

(i) Suppose that ψ is surjective, even after restriction to π1(YFq , ηY ). Then Zψ,ϕ is a geometrically con-
nected finite étale K-scheme.

(ii) Let K ′/K be a finite separable extension, which is contained inside Ks, and let z ∈ Zψ,ϕ(K ′). Let
y ∈ YK(K ′) = Y (K ′) denote the image of z, and suppose that y 6∈ im(Y (Fq ∩K ′) → Y (K ′)). Then z
determines an Fq-embedding β : F ↪→ K ′ such that β∗ψ and ϕ|ΓK′ are H-conjugate as homomorphisms
ΓK′ → H.

Proof. For the first part, it suffices to note that Zψ,ϕ,Ks ∼= Xψ,Ks ∼= Xψ|π1(YKs ,η)
is connected. Indeed, the

diagram (9.1) shows, together with our assumption, that ψ|π1(YKs ,η) : π1(YKs , η)→ H is surjective.
For the second part, we first note that β∗ψ depends on a choice of a compatible embedding F s → Ks;

however, its H-conjugacy class is independent of any such choice, so the conclusion of the proposition makes
sense. The point z determines a morphism y : SpecK ′ → Zψ,ϕ → YK → Y . Our assumption that y does
not come from Y (Fq) says that the point of SpecK ′ is mapped to the generic point of Y , hence determines
an Fq-embedding β : F ↪→ K ′, and a commutative diagram (where we now omit base points for simplicity):

π1(SpecK ′)

&&

��

β∗ // π1(SpecF )

��

π1(YK)

xx &&
π1(SpecK)

ϕ

yy

π1(Y )
ψ

%%
H H.

(9.2)

The existence of the point z then says that the homomorphisms β∗ψ and ϕ|ΓK′ are H-conjugate, as desired.

We can now apply a well-known theorem of Moret-Bailly (see [MB89]) to deduce the following
consequence.
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Proposition 9.2. Let X,Y be smooth, geometrically connected curves over Fq, and set K = Fq(X), F =
Fq(Y ). Let ϕ : π1(X, ηX)→ H, ψ : π1(Y, ηY )→ H be homomorphisms such that ψ is surjective, even after
restriction to π1(YFq , ηY ). Let L/K be a finite Galois extension. Then we can find a finite Galois extension

K ′/K and an Fq-embedding β : F ↪→ K ′ satisfying the following conditions:

(i) The extension K ′/K is linearly disjoint from L/K, and K ′ ∩ Fq = Fq.

(ii) The homomorphisms ϕ|ΓK′ and β∗ψ are H-conjugate.

Proof. By the first part of Lemma 9.1, Zψ,ϕ is a smooth, geometrically connected curve over K. By spreading
out and the Weil bounds, the set Zψ,ϕ(Kv) is non-empty for all but finitely many places v of K. Let S be a
finite set of places of K such that if L/M/K is an intermediate field Galois over K, with Gal(M/K) simple
and non-trivial, then there is v ∈ S which does not split in M ; and if v ∈ S, then Zψ,ϕ(Kv) is non-empty
(it is easy to construct such a set using the Chebotarev density theorem, i.e. Theorem 2.1). We see that S
has the following property: any Galois extension K ′/K which is S-split is linearly disjoint from L/K. After
adjoining two further places to S of coprime residue degrees, we see that K ′/K will also have the property
that K ′ ∩ Fq = Fq.

By Lemma 9.1, the proposition will now follow from the following statement: there exists a finite
Galois extension K ′/K satisfying the following conditions:

(i) The extension K ′/K is S-split.

(ii) The set Zψ,ϕ(K ′) contains a point which does not lie above Y (Fq).

It follows from [MB89, Théorème 1.3] that such an extension exists. This completes the proof.

We conclude this section by recalling another useful result of Moret-Bailly and applying it to the
existence of compatible systems (see [MB90]).

Theorem 9.3. Let X be a smooth, geometrically connected curve over Fq, and let K = Fq(X). Let S be
a finite set of places of K. Suppose given a finite group H and for each v ∈ S, a Galois extension Mv/Kv

and an injection ϕv : Gal(Mv/Kv)→ H. Then we can find inside Ks a finite extension K ′/K and a Galois
extension M/K ′, satisfying the following conditions:

(i) K ′/K is S-split and there is given an isomorphism ϕ : Gal(M/K ′)→ H.

(ii) For each place w of M above a place v of S, let v′ = w|K′ , so that there is a canonical isomorphism
Kv
∼= K ′v′ . Then there is an isomorphism Mw

∼= Mv of Kv-algebras such that the composite map

Gal(Mv/Kv)
∼= //Gal(Mw/K

′
v′)

//Gal(M/K ′)
ϕ //H

equals ϕv.

Remark 9.4. The main theorem of the article [GLa] of Gan and Lomeĺı contains a strong automorphic
analogue of this theorem.

Proposition 9.5. Let G be a split simple adjoint group over Fq, and let l be a prime such that l > 2 dimG.
Let K = Fq(X), where X is a smooth, geometrically connected curve over Fq, and let S be a finite set of
places of K. Then we can find the following data:

(i) A finite extension K ′/K inside Ks which is S-split.

(ii) A coefficient field E ⊂ Ql and a continuous, everywhere unramified homomorphism ρ : ΓK′ → Ĝ(OE)

such that ρ = ρ mod mE has image Ĝ(Fl).

The representation ρ = ρλ fits into a compatible system of continuous, everywhere unramified representations
(∅, (ρλ)λ), each of which has Zariski dense image in Ĝ(Qλ).
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Proof. The last sentence will follow from the results of §6 once we establish the rest, the Zariski density of
the image of ρ being a consequence of (ii) and Proposition 6.7. We first apply Theorem 9.3 to obtain the
following data:

• A finite extension K ′/K inside Ks, which is S-split.

• A continuous, S-unramified and surjective homomorphism ρ : ΓK′ → Ĝ(Fl).

After replacing K ′ by an extension K ′ ·K ′′ and restricting ρ to the Galois group of this extension, we can
further assume:

• ρ is everywhere unramified.

The result will now follow from Theorem 5.14 (applied to the ring Rρ,∅) if we can show that the following
conditions are satisfied:

• l is a very good characteristic for Ĝ.

• ρ is absolutely Ĝ-irreducible.

• There exists a representation i : Ĝ→ GL(V ) of finite kernel such that iρ : ΓK′ → GL(VFl) is absolutely
irreducible and l > 2(dimV − 1).

Our hypothesis on l implies that it is a very good characteristic for Ĝ, and that l is larger than the Coxeter
number of Ĝ. Consequently, Ĝ(Fl) is a Ĝ-absolutely irreducible subgroup of Ĝ (because its saturation

equals Ĝ(Fl), see [Ser05, §5.1]). We can then satisfy the third point above by taking V to be the adjoint

representation of Ĝ.

10 A class of universally automorphic Galois representations

In this section we introduce a useful class of Galois representations, which we call Coxeter parameters, and
which can, in certain circumstances, be shown to be “universally automorphic”; see the introduction for a
discussion of the role played by this property, or Lemma 10.12 below for a precise formulation of what we
actually use. We first describe these Coxeter parameters abstractly and establish their basic properties in
§10.1, and then relate them to Galois representations and study their universal automorphy in §10.2. We
learned the idea of using Coxeter elements of Weyl groups to build Langlands parameters from the work of
Gross and Reeder (see for example [GR10]).

10.1 Abstract Coxeter parameters

Let Ĝ be a split, simply connected and simple group over Z of rank r. Let T̂ ⊂ B̂ ⊂ Ĝ be a choice of split
maximal torus and Borel subgroup, and let Φ = Φ(Ĝ, T̂ ) denote the corresponding set of roots, R ⊂ Φ the

corresponding set of simple roots. We write W = W (Ĝ, T̂ ) = NĜ(T̂ )/T̂ for the Weyl group. Let k be an
algebraically closed field. We will assume throughout §10 that the characteristic of k is either 0 or l > 0,
where l satisfies the following conditions:

(i) l > 2h− 2, where h is the Coxeter number of Ĝ (defined in the statement of Proposition 10.2 below).

(ii) l is prime to #W . (In fact, this condition is implied by (i).)

These conditions are satisfied by any sufficiently large prime l. Under these assumptions, it follows that if
H is a group and φ : H → Ĝ(k) is a homomorphism, then φ is Ĝ-completely reducible if and only if ĝk is a
semisimple k[H]-module (see [Ser05, Corollaire 5.5]).

Definition 10.1. We call an element w ∈W a Coxeter element if it is conjugate in W to an element con-
structed as follows: choose an ordering α1, . . . , αr of R, and take the product sα1 . . . sαr of the corresponding
simple reflections in W .
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The properties of Coxeter elements are very well-known. We recall some of them here:

Proposition 10.2. (i) There is a unique conjugacy class of Coxeter elements in W . Their common order

h is called the Coxeter number of Ĝ.

(ii) If w ∈ W is a Coxeter element, then it acts freely on Φ, with r = #R orbits. In particular, we have
#Φ = rh.

(iii) Let w ∈ W be a Coxeter element, and let ẇ ∈ NĜ(T̂ )(k) denote a lift of w. Then the Ĝ(k)-conjugacy

class of ẇ is independent of any choices and T̂wk = ZĜk . The element ẇ is regular semisimple and

ẇh ∈ ZĜ(k). We write ḣ for the order of ẇ, which depends only on Ĝ.

(iv) Suppose that t is a prime number not dividing char k or #W and such that t ≡ 1 mod h, and let w ∈W
be a Coxeter element. Let q ∈ F×t be a primitive hth root of unity. Then T̂ (k)[t]w=q is a 1-dimensional

Ft-vector space, and every non-zero element v of this space is regular semisimple in Ĝ(k). Conversely,

if w′ ∈ W and v ∈ T̂ (k)[t]w=q − {0}, and w′v = av for some a ∈ F×t , then w′ is a power of w. In
particular, if w′v = qv, then w′ = w.

Proof. The first two points can be checked after extending scalars to C, in which case see [Cox34] and
[Kos59], respectively. For the first assertion of the third part, it is enough to show that if ẇ′ is another lift

of w to NĜ(T̂ )(k), then ẇ and ẇ′ are Ĝ(k)-conjugate. We will show that they are in fact T̂ (k)-conjugate.

Indeed, if x ∈ T̂ (k), then we have xẇx−1 = x1−wẇ; on the other hand, we have ẇ′ = yẇ for some y ∈ T̂ (k).

We therefore need to show that the map T̂ (k) → T̂ (k), x 7→ x1−w, is surjective. This will follow if we can

show that the scheme-theoretic centralizer of w in T̂k is equal to ZĜk . To show this, it suffices to observe

that the map 1 − w : X∗(T̂ ) → X∗(T̂ ) is injective, with cokernel of order equal to ZĜ(k). This can again
be checked in the case k = C, in which case it is a known fact; see e.g. [GR10, Lemma 6.2]. For the second
assertion of the third part, we observe that in the Cartan decomposition

ĝk = t̂k ⊕
⊕

α∈Φ(Ĝ,T̂ )

ĝα,

ẇh acts trivially on t̂k and leaves invariant each root space ĝα, by definition of the Coxeter number h. On
the other hand, ẇ permutes these root spaces freely (by the second part of the proposition). It now follows
from the facts that t̂ẇk = 0 and that dimk ĝk ≥ r that dimk ĝ

ẇ
k = #R = r, hence that ẇ is regular and ẇh

acts trivially on ĝk. We deduce that ẇ is regular semisimple and that ẇh ∈ ZĜ(k).

We now come to the fourth point. We first prove the analogous claims for the Lie algebra t̂Qt :

if ζ ∈ Q×t is any primitive hth root of unity, then the eigenspace t̂w=ζ
Qt is 1-dimensional, and all of its

non-zero elements are regular semisimple. Indeed, it follows from [Spr74, Theorem 4.2] (and the fact that

Coxeter elements are regular and have a(h) = 1, in the notation of op. cit.) that the eigenspace t̂w=ζ
Qt is

1-dimensional and is spanned by regular semisimple elements, and that the centralizer of w in W is the
cyclic group generated by w. It then follows from [Spr74, Proposition 3.5] that the only elements of W which

preserve the eigenspace t̂w=ζ
Qt are the powers of w.

We must now deduce the corresponding statement for the group T̂ (k). Since t - #W , X∗(T̂ )⊗Z Zt
is a projective Zt[W ]-module, and we have isomorphisms of Zt[W ]-modules X∗(T̂ ) ⊗Z µt(k) ∼= T̂ (k)[t] (by

evaluation), X∗(T̂ )⊗Z Qt ∼= t̂Qt (via the canonical isomorphism X∗(Gm) ∼= Z ∼= LieGm). The characteristic

polynomial in Ft[X] of w acting on T̂ (k)[t] has distinct roots. There is a unique hth root of unity ζ ∈ Qt
lifting q. Let v be a non-zero element of T̂ (k)[t]w=q, a 1-dimensional Ft-vector space, and suppose that v

is not regular semisimple, hence that the stabilizer of v in W is non-trivial (because Ĝ is assumed simply

connected). Let Hv = StabW (v); then Hv is normalized by w, and we write H̃v for the subgroup of W

generated by Hv and w. Thus H̃v acts on v by a character. By lifting this character to characteristic 0,
we can find ṽ ∈ (X∗(T̂ ) ⊗Z Zt)w=ζ such that Hv ⊂ StabW (ṽ), which contradicts the above paragraph after
passage to Qt. This shows that StabW (v) is trivial and that v is in fact regular semisimple.
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Finally, let w′ ∈W , and let v be a non-zero element of T̂ (k)[t]w=q. Suppose that v is a w′-eigenvector.

Let H ′v denote the stabilizer in W of the line Ft · v = T̂ (k)[t]w=q (so that both w,w′ lie in H ′v). Then Ft · v
is a 1-dimensional subrepresentation of T̂ (k)[t] which occurs with multiplicity 1 (because q appears with
multiplicity 1 as an eigenvalue of w). By lifting this character of H ′v to characteristic 0, we can find a lift

ṽ ∈ (X∗(T̂ )⊗Z Zt)w=ζ of v, such that the line Zt · ṽ is invariant by H ′v. Appealing once more to the case of
Lie algebras now shows that w′ is a power of w.

Definition 10.3. Let Γ be a group. We call a homomorphism φ : Γ→ Ĝ(k) an abstract Coxeter homomor-
phism if it satisfies the following conditions:

(i) There exists a maximal torus T ⊂ Ĝk such that φ(Γ) ⊂ NĜk(T ), and the image of φ(Γ) in W (Ĝk, T ) is

the cyclic group generated by a Coxeter element w. Let φad denote the composite Γ→ Ĝ(k)→ Ĝad(k),

T ad the image of T in Ĝad
k .

(ii) There exists a prime t ≡ 1 mod h not dividing char k or #W and a primitive hth root of unity q ∈ F×t
such that φad(Γ) ∩ T ad(k) is cyclic of order t and wvw−1 = vq for any v ∈ φad(Γ) ∩ T ad(k).

The definition includes some useful technical conditions that we can ensure are satisfied in appli-
cations. We will soon see (Proposition 10.7) that the maximal torus T appearing in this definition is the
unique one with the listed properties.

Lemma 10.4. Let φ : Γ → Ĝ(Q) be an abstract Coxeter homomorphism. Let λ be a place of Q, φλ : Γ →
Ĝ(Q)→ Ĝ(Qλ) the composite, and φλ : Γ→ Ĝ(Fl) the reduction modulo l. Suppose that l > 2h− 2 and that
l does not divide the order of φ(Γ). Then φλ is an abstract Coxeter homomorphism.

Proof. If φ : Γ → Ĝ(Q) is an abstract Coxeter homomorphism, we can assume (after conjugation) that the

torus appearing in the definition is T̂ . Since every element of the Weyl group W (Ĝ, T̂ ) admits a representative

in Ĝ(Z), this means we can even assume that φ takes values in Ĝ(Z) (i.e. the points of Ĝ with values in the

algebraic integers in Q), and that φad takes values in Ĝ(Z[ζt]). Then the “physical” reduction of mod λ (i.e.

composition with Ĝ(Z[ζt])→ Ĝ(Fλ)) of φad has image of order prime to l, so is Ĝ-completely reducible, so is

Ĝ(Fl)-conjugate to φλ (i.e. the reduction modulo λ of φλ defined using the pseudocharacter as in Definition
4.9). This implies that φλ is itself an abstract Coxeter homomorphism.

Lemma 10.5. Let φ : Γ → Ĝ(k) be an abstract Coxeter homomorphism, and let the torus T be as in
Definition 10.3. Then:

(i) Let ∆ = (φad)−1(T ad(k)). Then Γ/∆ is cyclic of order h. We write w ∈ W (Ĝk, T ) for the image
of a generator. Then w is a Coxeter element, and there are isomorphisms φad(Γ) ∼= φad(∆) o 〈w〉 ∼=
Z/tZ o Z/hZ, where 1 ∈ Z/hZ acts on the cyclic normal subgroup as multiplication by q.

(ii) Let t = LieT , ĝα the α-root space inside ĝk corresponding to a root α ∈ Φ(Ĝk, T ). Then there is an
isomorphism of k[Γ]-modules:

ĝk ∼= t⊕
⊕

α∈Φ(Ĝk,T )/w

IndΓ
∆ ĝα,

where each summand IndΓ
∆ ĝα is an irreducible k[Γ]-module.

Proof. We note that w is a Coxeter element, because it generates the same cyclic group as a Coxeter element
([Spr74, Proposition 4.7]). Let σ ∈ Γ be an element which projects to w, and let ẇ = φad(σ) ∈ Ĝad(k).
Proposition 10.2 shows that ẇ has order h, and this implies the existence of the semidirect decomposition
in the first part of the proposition.

To finish the proof of the lemma, we must show that for any α ∈ Φ(Ĝk, T ), there is an isomorphism

ĝα ⊕ ĝαw ⊕ · · · ⊕ ĝ
αwh−1

∼= IndΓ
∆ ĝα
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of irreducible k[Γ]-modules. By Frobenius reciprocity, it is enough to show that the induced representation
is irreducible; and this is a consequence of the fact that the representations ĝα, ĝαw , . . . , ĝαwh−1 are pairwise
non-isomorphic. Indeed, if δ ∈ ∆ has φad(δ) 6= 1, then φad(δ) generates T (k)[t]w=q, hence is regular
semisimple, by Proposition 10.2, hence satisfies α(φ(δ)) 6= 1, showing that α(φ(δ)) is a primitive tth root of

unity. Then αw
i

(φ(δ)) = α(φ(δ))q
i

, and these elements are distinct as i = 0, 1, . . . , h− 1.

Lemma 10.6. Let φ : Γ → Ĝ(k) be an abstract Coxeter homomorphism. Then H0(Γ, ĝk) = H0(Γ, ĝ∨k ) = 0
and for every simple non-trivial k[Γ]-submodule V ⊂ ĝ∨k , there exists γ ∈ Γ such that φ(γ) is regular

semisimple with connected centralizer in Ĝk and V γ 6= 0.

Proof. The vanishing follows easily from Lemma 10.5. To show the second part, we again apply Lemma 10.5,
which tells us what the possible choices for V are. Under our assumptions the k[Γ]-module ĝk is self-dual,
so it is enough to show that for any simple k[Γ]-module V ⊂ ĝk, there exists γ ∈ Γ such that φ(γ) is regular
semisimple and V γ 6= 0. If V ⊂ t, then we can choose γ ∈ ∆. If V ⊂ ⊕α∈Φ(Ĝk,T )/w IndΓ

∆ ĝα, then we can

choose γ so that φ(γ) projects to a Coxeter element. It follows from the second and third parts of Proposition
10.2 that φ(γ) has non-trivial invariants in V .

Proposition 10.7. Let φ : Γ→ Ĝ(k) be an abstract Coxeter homomorphism.

(i) φ is Ĝ-irreducible and ZĜad
k

(φ(Γ)) is scheme-theoretically trivial.

(ii) There is exactly one maximal torus T ⊂ Ĝk such that φ(Γ) ⊂ NĜk(T ).

(iii) Suppose that ψ : Γ→ Ĝ(k) is another homomorphism, and for all γ ∈ Γ, the elements φ(γ) and ψ(γ)

of Ĝ(k) have the same image in (Ĝ�Ĝ)(k). Then φ and ψ are Ĝ(k)-conjugate.

Proof. Since φ(Γ) has order prime to the characteristic of k, it is Ĝ-completely reducible. In particular, if it

is not Ĝ-irreducible then it is contained in a Levi subgroup of a proper parabolic of Ĝk, so centralizes a non-
trivial torus. To show the first part, it is therefore enough to show that ZĜad

k
(φ(Γ)) is scheme-theoretically

trivial, or even that ZĜk(φ(Γ)) is equal to ZĜk . (We note that this really depends on the fact that Ĝ is
simply connected, and would be false in general otherwise, as one sees already by considering the example
Ĝ = PGL2.)

Let T be a maximal torus of Ĝk and w ∈W (Ĝk, T ) a Coxeter element as in the definition of abstract

Coxeter homomorphism. Since Ĝk is simply connected, the centralizer of a regular semisimple element of
T is T itself [Hum95, Ch. 2]. The definition of Coxeter homomorphism shows that the centralizer of φ(Γ)
is therefore contained inside Tw. By Proposition 10.2, we have Tw = ZĜk , and this group is étale over k
(because we work in very good characteristic). This shows the first part of the proposition.

For the second part, suppose that T ′ is another maximal torus such that φ(Γ) ⊂ NĜk(T ′), and let

∆ = (φad)−1(T (k)). Then φad(∆) has trivial projection to W (Ĝk, T
′) (because it has t-power order, and t

does not divide the order of the Weyl group). It follows that φad(∆) ⊂ T ′, hence T = ZĜk(φad(∆)) = T ′.
For the third part, we observe that the given condition means that for all γ ∈ Γ, φ(γ) and ψ(γ)

have the same semisimple part, up to Ĝ(k)-conjuation. Let ĝk ◦ φ and ĝk ◦ ψ denote the two k[Γ]-modules

coming from the adjoint representation of Ĝ. They have the same character, so they are isomorphic (up to

semisimplification). This implies that ψ is also Ĝ-irreducible. Indeed, if not then we can replace ψ by its

semisimplification to obtain a Ĝ-completely reducible representation which centralizes a non-trivial torus;
this would imply that ĝk ◦ ψ ∼= ĝk ◦ φ contains a non-trivial subspace on which Γ acts trivially, which is not
the case. It follows ([Ser05, Corollaire 5.5], and the assumptions at the beginning of §10.1) that ĝk ◦ ψ is
a semisimple k[Γ]-module, hence there is an isomorphism ĝk ◦ φ ∼= ĝk ◦ ψ. This shows that ψ(Γ) has finite
order prime to the characteristic of k. In particular, every element of the image of ψ is semisimple, so we
find that for all γ ∈ Γ, φ(γ) and ψ(γ) are Ĝ(k)-conjugate, hence kerφ = kerψ and kerφad = kerψad.

Let H = φ(Γ), H0 = φad(Γ). We identify both φ and ψ with homomorphisms H → Ĝ(k). Let g ∈ H
be an element that maps to a generator of H0 ∩ T ad(k), a 1-dimensional Ft-vector space. After replacing ψ
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by a Ĝ(k)-conjugate, and g by a power, we can assume that φ(g) = ψ(g) ∈ T (k)[t]. In particular, g ∈ H has

order t. Let v = φ(g). Let g′ ∈ H be a pre-image of w ∈ W (Ĝk, T ). Then there exists a primitive hth root
of unity q ∈ F×t such that wvw−1 = vq, hence g′g(g′)−1 = gq.

We have ψ(g′) ∈ NĜk(T )(k). Let w′ denote the image of ψ(g′) in W (Ĝk, T ). Then we have

w′v(w′)−1 = ψ(gq) = ψ(g)q = vq, so Proposition 10.2 implies that w′ = w. After replacing ψ by a T (k)-
conjugate, we can therefore assume that ψ(g′) = φ(g′), without disturbing our assumption that ψ(g) = φ(g).
Since g, g′ generate H0, this shows that φad = ψad (equality, not just isomorphism). It follows that there
exists a character ω : H → ZĜ(k) such that for all x ∈ H, we have φ(x) = ω(x)ψ(x). To finish the proof,

we must show that ω = 1. However, the elements φ(x), ψ(x) are Ĝ(k)-conjugate, so for any x ∈ H we can

find wx ∈ W (Ĝk, T ) such that ψ(x) = ω(x)−1φ(x) = φ(x)wx , hence ω(x) = φ(x)1−wx . If φ(x) ∈ T (k), then
φ(x)1−wx has order t, implying that ω(x) = 1 (since t is prime to the order of ZĜ(k)). To complete the
proof, we now just need to observe that φ(g′) = ψ(g′), and H is generated by g′, together with the subgroup
φ(Γ) ∩ T (k).

Corollary 10.8. Let φ : Γ→ Ĝ(k) be an abstract Coxeter homomorphism. Then φ is strongly Ĝ-irreducible

and φ(Γ) ⊂ Ĝ(k) is a Ĝ-abundant subgroup.

Proof. The Ĝ-abundance follows from Lemma 10.6, and the strong irreducibility follows from Proposition
10.7.

10.2 Galois Coxeter parameters

We now continue with the assumptions of §10.1, and specify a particular choice of Γ, as follows: we take
X to be a smooth, projective, geometrically connected curve over Fq of characteristic p, K = Fq(X), and
Γ = ΓK,S , where S is a finite set of places of K.

Definition 10.9. Let k be an algebraically closed field of characteristic 0 or l > 2h − 2. A Coxeter homo-
morphism over k is a homomorphism φ : ΓK,S → Ĝ(k) which is an abstract Coxeter homomorphism, in the

sense of Definition 10.3, and which is continuous, when Ĝ(k) is endowed with the discrete topology.

Proposition 10.10. Let φ : ΓK,S → Ĝ(Q) be a Coxeter homomorphism, and let λ be a place of Q of residue

characteristic l 6= p. Let φλ be the composite of φ with the inclusion Ĝ(Q) ⊂ Ĝ(Qλ). Then:

(i) If ψ : ΓK,S → Ĝ(Qλ) is a continuous homomorphism such that for every place v 6∈ S of K, φ(Frobv)

and ψ(Frobv) have the same image in (Ĝ�Ĝ)(Qλ), then φ, ψ are Ĝ(Qλ)-conjugate.

(ii) If l is prime to #φ(ΓK,S) and l > 2h−2, then the residual representation φλ : ΓK → Ĝ(Fl) is a Coxeter

homomorphism. In particular, it is strongly Ĝ-irreducible and φλ(ΓK) is a Ĝ-abundant subgroup of

Ĝ(Fl).

(iii) Let L/K denote the extension cut out by φad, and let K ′/K be a finite separable extension linearly
disjoint from L. Then φ|ΓK′ is a Coxeter homomorphism.

Proof. The representations φ, ψ determine continuous maps ΓK,S → (Ĝ�Ĝ)(Qλ) which agree on the set of
Frobenius elements. This set is dense in ΓK,S , by Corollary 2.2, so the first part of the proposition follows
from Proposition 10.7. The second part follows from Lemma 10.4 and Corollary 10.8. For the third part, it
is enough to show that φad(ΓK′) = φad(ΓK). This follows immediately from our hypothesis.

We now come to the most important result of this section. Let G denote a split reductive group
over K, and let us suppose that Ĝ is in fact the dual group of G. We recall that we are assuming that Ĝ is
simply connected, so this implies that G is in fact an adjoint group.
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Theorem 10.11. Let φ : ΓK,∅ → Ĝ(Q) be a Coxeter homomorphism, and let λ be a place of Q of residue

characteristic l 6= p. Suppose that φ(ΓK·Fq ) is contained in a conjugate of T̂ (Q). Then there exists a

cuspidal automorphic representation π over Qλ such that πG(ÔK) 6= 0 and which corresponds everywhere
locally to φ|WKv

(under the unramified local Langlands correspondence). In other words, for every irreducible

representation V of ĜQλ , and for every place v of K, we have the relation

χV (φλ(Frobv)) = eigenvalue of TV,v on πG(ÔK).

Proof. [BG02, Theorem 2.2.8] implies the existence of a spherical automorphic function

f : G(K)\G(AK)/G(ÔK)→ Qλ

with unramified Hecke eigenvalues which correspond to φ|WKv
under the unramified local Langlands corre-

spondence. (It is assumed in this reference that G is a reductive group with simply connected derived group;
the general case can be reduced to this one using z-extensions [Kot82].) If we knew that this function was
cuspidal and non-zero, then we could take π to be the representation generated by f . These properties of
the function f are established in the two appendices to this paper by Gaitsgory. We note that the proof that
f is non-zero shows in fact that the first Whittaker coefficient is non-zero, implying that π is in fact globally
generic.

Lemma 10.12. Suppose given a prime t - p#W such that q mod t has exact order h. Then we can find a

Coxeter parameter φ : ΓK,S → Ĝ(Q) with the following properties:

(i) φ(ΓK) ⊂ Ĝ(Z[ζt]).

(ii) For any prime-to-p place λ of Q, and for any finite separable extension K ′/K, linearly disjoint from
the extension of K cut out by φad, and such that φ|ΓK′ is everywhere unramified, the representation

φλ|ΓK′ : ΓK′ → Ĝ(Qλ) is automorphic in the sense of Definition 8.7, being associated to a prime ideal

p of the excursion algebra B(G(ÔK′),Qλ).

Proof. Let α ∈ K be an element that has valuation 1 at some place of K, let f(Y ) = Y t − α, and let
E0/K denote the splitting field of f(Y ). Then f(Y ) ∈ K[Y ] is irreducible, even over K · Fq, and there is an
isomorphism Gal(E0/K) ∼= µt o Z/hZ, where 1 ∈ Z/hZ is a lift of Frobenius, which acts on µt by ζ 7→ ζq.

Let w ∈ W (Ĝ, T̂ ) be a Coxeter element, and let ẇ ∈ Ĝ(Z) be a lift to Ĝ. Let ḣ denote the order of ẇ, and
E = E0 · Fqḣ . Then there is an isomorphism Gal(E/K) ∼= µt o Z/ḣZ, where again 1 ∈ Z/ḣZ acts on µt by
ζ 7→ ζq.

By Proposition 10.2, the Ft-vector space T̂ (Z[ζt])[t]
w=q = T̂ (Q)[t]w=q is 1-dimensional; let v be a

non-zero element. Let φ : Gal(E/K) → Ĝ(Z[ζt]) be the homomorphism which sends a generator of µt to v

and 1 ∈ Z/ḣZ to ẇ. Then φ is a Coxeter homomorphism into Ĝ(Q) which takes values in Ĝ(Z[ζt]).
For any place λ and any extension K ′/K as in the statement of the lemma, φλ|ΓK′ is an everywhere

unramified Coxeter parameter, which takes values in T̂ (Qλ) after restriction to the geometric fundamental
group. Theorem 10.11 implies the existence of an everywhere unramified cuspidal automorphic represen-
tation π which corresponds to φ everywhere locally, hence an everywhere unramified automorphic Galois
representation σp (associated to a prime ideal p of the algebra of excursion operators at level G(ÔK′)) such

that for every place v of K ′, φλ(Frobv) and σp(Frobv) have the same image in (Ĝ�Ĝ)(Qλ). Proposition

10.10 then implies that φλ|ΓK′ and σp are in fact Ĝ(Qλ)-conjugate, showing that φλ|ΓK′ is automorphic, as
required.

11 Potential automorphy

Let X be a smooth, geometrically connected curve over Fq, and let K = Fq(X). Let G be a split semisimple
group over Fq. Our goal in this section the following result, which is the main theorem of this paper.
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Theorem 11.1. Let l - q be a prime, and let ρ : ΓK → Ĝ(Ql) be a continuous, everywhere unramified
representation with Zariski dense image. Then there exists a finite Galois extension K ′/K such that ρ|ΓK′ is

automorphic: there exists a cuspidal automorphic representation Π of G(AK′) over Ql such that ΠG(ÔK′ ) 6= 0
and for every place v of K ′, ρ|WK′v

and Πv are matched under the unramified local Langlands correspondence

at v. In other words, for every irreducible representation V of ĜQl , and for every place v of K ′, we have the
relation

χV (ρ(Frobv)) = eigenvalue of TV,v on ΠG(ÔK′ ).

Proof. Let H denote the adjoint group of G, η : G → H the canonical isogeny. Then H is a product of its
simple factors, and the theorem is therefore true for H by Theorem 11.4 below. We have a dual isogeny
η̂ : Ĥ → Ĝ, which presents Ĥ as the simply connected cover of Ĝ. By [Con, Theorem 1.4], the representation

ρ lifts to a representation ρH : ΓK → Ĥ(Ql) such that η̂ ◦ ρH = ρ. Then ρH has Zariski dense image as well,
and becomes unramified after a finite base change. Moreover, it lives in a compatible system, by Theorem
6.5. We can therefore apply Theorem 11.4 to find a finite Galois extension K ′/K and a cuspidal automorphic

representation ΠH of H(AK′) over Ql such that for every place v of K ′, Π
H(OK′v )

H,v 6= 0, and ΠH,v and ρH |WK′v
are matched under the unramified local Langlands correspondence.

We let fH : H(K ′)\H(AK′)/H(ÔK′) → Ql be a cuspidal function which generates ΠH , and set

fG = fH ◦ η. Then fG : G(K ′)\G(AK′)/G(ÔK′) → Ql is a cuspidal function, and if fG 6= 0 then its
Hecke eigenvalues are matched everywhere locally with ρ (because the Satake isomorphism is compatible
with isogenies). The proof of the theorem will be finished if we can show that fG 6= 0 (as then we can
take Π = ΠG to be the cuspidal automorphic representation generated by fG). This non-vanishing follows
immediately from Proposition 11.2.

Proposition 11.2. Let η : G → H denote the adjoint group of G, and let l - q be a prime. Let ρ : ΓK →
Ĥ(Ql) be a continuous, everywhere unramified representation with Zariski dense image, and suppose that

there exists a non-zero cuspidal function f : H(K)\H(AK)/H(ÔK) → Ql such that for every place v of K

and every irreducible representation V of ĤQl , we have

TV,v(f) = χV (ρ(Frobv))f.

Then f |η(G(AK)) is not zero.

Proof. The idea of the proof is as follows: if f(η(G(AK))) = 0, then the automorphic representation generated
by f should be a lift from a twisted endoscopic group of H. This would contradict the Zariski density of the
image of ρ. To implement this idea, we must get our hands dirty.

Let TG be a split maximal torus of G, and let TH denote its image in H. Then we have a commutative
diagram of Fq-groups with exact rows

1 // ZG

��

// TG //

��

TH //

��

1

1 // ZG // G // H // 1.

(11.1)

We observe that η(G(AK)) is a normal subgroup of H(AK) which contains the derived group of H(AK),

which implies that the subgroup of H(AK) generated by η(G(AK)), H(K), and H(ÔK) actually equals

H(K) · η(G(AK)) ·H(ÔK), and is normal. Let Y = H(AK)/(H(K) · η(G(AK)) ·H(ÔK)), and let Y∗ denote

the group of characters ω : Y → Q×l . If ω ∈ Y∗, we define a new function f⊗ω : H(K)\H(AK)/H(ÔK)→ Ql
by the formula (f ⊗ ω)(h) = f(h)ω(h). Then f ⊗ ω is also cuspidal. The proposition will follow from the
following two claims:

(i) The group Y is finite.

(ii) The set {f ⊗ ω}ω∈Y∗ is linearly independent over Ql.
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Indeed, (i) implies that we can find (unique) constants aω ∈ Ql such that for h ∈ H(AK), we have∑
ω∈Y∗

aωω(h) =

{
1 if h maps to the trivial element in Y;
0 otherwise.

If f(η(G(AK))) = 0, then we have
∑
ω∈Y∗ aω(f ⊗ ω) = 0, which contradicts (ii).

We therefore have to establish the claims (i) and (ii) above. Taking K-points in the diagram (11.1)
and applying Theorem 90 leads to a commutative diagram

1 // ZG(K)

��

// TG(K) //

��

TH(K) //

��

H1(K,ZG)

=

��

// 1

��
1 // ZG(K) // G(K) // H(K) // H1(K,ZG) // H1(K,G),

where the cohomology is flat cohomology. We find that the connecting homomorphism induces an isomor-
phism H(K)/η(G(K)) ∼= H1(K,ZG). The same is true if K is replaced by Kv or OKv (for any place v of
K). We obtain an isomorphism

Y ∼= lim−→
S

H(OK,S)\

[∏
v∈S

H(Kv)

η(G(Kv)) ·H(OKv )

]
∼= lim−→

S

H(OK,S)\

[∏
v∈S

H1(Kv, ZG)

H1(OKv , ZG)

]

∼= (
∏
v

resv)(H
1(K,ZG))\

[⊕
v

H1(Kv, ZG)

H1(OKv , ZG)

]
.

This group is finite. Indeed, ZG is a finite Fq-group with constant dual, so it suffices to show that for any
n ≥ 1, the group

(
∏
v

resv)(H
1(K,µn))\

[⊕
v

H1(Kv, µn)

H1(OKv , µn)

]
∼= K×\A×K/Ô

×
K(A×K)n ∼= Pic(X)⊗Z Z/nZ

is finite, and this is true. This shows claim (i) above. In order to show claim (ii), let ZDG denote the
Cartier dual of ZG, and let X denote the group of everywhere unramified characters χ : ΓK → ZDG (a
subgroup of H1(K,ZDG )); note that ZDG is a constant étale group scheme. Let invv : H2(Kv,Gm) →
Q/Z be the isomorphism of class field theory. For each place v of K, local duality gives a perfect pairing
H1(Kv, Z

D
G ) × H1(Kv, ZG) → Q/Z, defined explicitly by the formula (χ, h) 7→ invv(χ ∪ h). The Cassels–

Poitou–Tate exact sequence ([Čes, Theorem 6.2]) gives an exact sequence

0 //Y Q∨ //Hom(X ,Q/Z) //H2(K,ZG)

∏
v resv//⊕vH2(Kv, ZG),

where Q∨ is defined by Q∨(h)(χ) =
∑
v invv(χ ∪ h). The last map is injective (we can again reduce to

the analogous statement for µn, where it follows from class field theory), so after dualizing we obtain an
isomorphism Q : X → Hom(Y,Q/Z).

We now fix an isomorphism Q/Z ∼= Q×l [tors]. Then there is a canonical isomorphism

ZDG
∼= ker(ZĤ(Ql)→ ZĜ(Ql)), (11.2)

which allows us to identify the inverse of Q with an isomorphism

P : Y∗ → Hom(ΓK,∅, ker(ZĤ(Ql)→ ZĜ(Ql)).

Let V be an irreducible representation of ĤQl of highest weight λ ∈ X∗(T̂H) (with respect to the fixed

Borel subgroup B̂H ⊂ Ĥ). Let v be a place of K. We note that TV,v, considered as a compactly supported
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function on H(Kv), is supported on double cosets of the form H(ÔK)µ($v)H(ÔK), where µ ∈ X∗(TH)
has the property that λ − µ is a sum of positive coroots, hence lies in the image of X∗(TG) → X∗(TH).
In particular, for any character ω ∈ Y∗, we have ω(λ($v)) = ω(µ($v)). This allows us to calculate for
g ∈ H(AK):

(TV,v(f ⊗ ω))(g) =

∫
h∈H(Kv)

TV,v(h)f(gh)ω(gh) dh

= ω(g)

∫
h∈H(Kv)

TV,v(h)f(gh)ω(λ($v)) dh = ω(λ($v))χV (ρ(Frobv))(f ⊗ ω)(g).

(11.3)

We now observe that claim (ii) above follows from the following:

(iii) For any place v of K, for any irreducible representation V of ĤQl of highest weight λ ∈ X∗(TH) =

X∗(T̂H), and for any ω ∈ Y∗, we have the equality

ω(λ($v)) = λ(P(ω)(Frobv)). (11.4)

Indeed, the equations (11.3) and (11.4) together imply the identity

TV,v(f ⊗ ω) = λ(P(ω)(Frobv))χV (ρ(Frobv)) = χV ((ρ⊗ P(ω))(Frobv)), (11.5)

showing that the function f ⊗ ω has unramified Hecke eigenvalues matching ρ⊗P(ω) under the unramified
local Langlands correspondence.

To show that the f⊗ω (ω ∈ Y∗) are linearly independent, it suffices to show that they have pairwise
distinct sets of Hecke eigenvalues. However, if two forms f ⊗ ω, f ⊗ ω′ have the same Hecke eigenvalues, it
follows from Proposition 6.4 and our assumption that ρ has Zariski dense image that ρ⊗P(ω) and ρ⊗P(ω′)

are actually Ĥ(Ql)-conjugate, hence there exists g ∈ Ĥ(Ql) such that g(ρ ⊗ P(ω))g−1 = ρ ⊗ P(ω′). In
particular, g 6∈ ZĤ(Ql). If L/K denotes a finite extension such that ω, ω′ are trivial on ΓL, then ρ(ΓL) is

still Zariski dense in Ĥ(Ql) and we have gρ|ΓLg−1 = ρ|ΓL , implying that g ∈ ZĤ(Ql). This contradiction
shows (conditional on the claim (iii) above) that no two forms f⊗ω, f⊗ω′ have the same Hecke eigenvalues,
hence that claim (ii) is true.

To finish the proof of the proposition, we therefore just need to establish claim (iii). After unwinding
the definitions, this is equivalent to the conclusion of Lemma 11.3 below. This concludes the proof of the
proposition.

Lemma 11.3. Let v be a place of K, and consider an exact sequence

0 //Z //T
f //T ′ //0, (11.6)

where f is an isogeny of split tori over Kv. Let ι be the map defined by the dual exact sequence

0 //ZD
ι //X∗(T ′)⊗Q/Z //X∗(T )⊗Q/Z //0. (11.7)

Let χ ∈ H1(Kv, Z
D) be an unramified element. Then for any λ ∈ X∗(T̂ ′) = X∗(T

′), we have the formula

invv(χ ∪ (δλ($v))) = λ(ιχ(Frobv)), (11.8)

where the connecting homomorphism δ is defined by the exact sequence (11.6).

Proof. The desired formula is linear in λ. We can choose isomorphisms T ∼= Gnm, T ′ ∼= Gnm such that X∗(f)
is given by a diagonal matrix (because of the existence of Smith normal form). We can therefore reduce to
the case T = T ′ = Gm, f(x) = xm for some non-zero integer m, λ : Gm → Gm the identity map. In this
case we must show the identity

invv(χ ∪ δ($v)) = χ(Frobv).
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In fact we have for any b ∈ K×v , χ : ΓKv → Z/mZ:

invv(χ ∪ δ(b)) = − invv(b ∪ δ(χ)) = χ(ArtKv (b)),

using [Ser62, Ch. XIV, §1, Proposition 3] (and noting that ArtKv is the reciprocal of the reciprocity map
defined there). This is the desired result.

We have now reduced Theorem 11.1 to the case where G is a simple adjoint group over Fq. This is
the case treated by the following theorem.

Theorem 11.4. Suppose that Ĝ is simple and simply connected, and let (∅, (ρλ)λ) be a compatible system of

representations ρλ : ΓK,∅ → Ĝ(Qλ), each of which has Zariski dense image. Then there exists a finite Galois

extension K ′/K and a cuspidal automorphic representation Π of G(AK′) over Q such that ΠG(ÔK′ ) 6= 0
and for every place v of K ′, and for each prime-to-q place λ of Q, ρλ|WK′v

and Πv are matched under the

unramified local Langlands correspondence.

Proof. Let Y be another geometrically connected curve over Fq and let F = Fq(Y ). After possibly replacing
Y by a finite cover, we can find a compatible system (∅, (Rλ)λ) of everywhere unramified and Zariski dense

Ĝ-representations of ΓF (apply Proposition 9.5). By Proposition 6.6, we can replace (ρλ)λ and (Rλ)λ by
equivalent compatible systems and find a number field E and a set L′ of rational primes with the following
properties:

• For each place λ of Q, both ρλ and Rλ take values in Ĝ(Eλ).

• The set L′ has Dirichlet density 0. If l 6= p is a rational prime split in E, and l 6∈ L′, and λ lies above
l, then both Rλ and ρλ have image equal to Ĝ(Zl).

We recall that h denotes the Coxeter number of Ĝ. The group Gal(E(ζh∞)/E) embeds naturally (via the
cyclotomic character) as a finite index subgroup of

∏
r|h Z×r ; we fix an integer b ≥ 1 such that it contains

the subgroup of elements congruent to 1 mod hb. Let t > #W be a prime such that hb+1 divides the
multiplicative order of q mod t; there exist infinitely many such primes, by the main theorem of [Mor05].

By the Chebotarev density theorem, we can find primes l0, l1 not dividing q and satisfying the
following conditions:

• l0 splits in E, l0 > #W , and l0 6∈ L′.

• l1 splits in E(ζt), l1 > t, and l1 6∈ L′.

• If r|h is a prime, then l1 ≡ 1 mod hb but l1 6≡ 1 mod rhb.

• The groups Ĝ(Fl0) and Ĝ(Fl1) are perfect and have no isomorphic non-trivial quotients.

In particular, l0 and l1 are both very good characteristics for Ĝ. If r is a prime and g is an integer prime to
r, let or(g) denote the order of the image of g in F×r . Thus ot(q) is divisible by hb+1. Let α = ot(q)/h, so
that ot(q

α) = h and qα mod t is a primitive hth root of unity, and α is divisible by hb. We now observe that:

• The degree [Fqα(ζl1) : Fqα ] is prime to h.

Indeed, the degree of this field extension equals ol1(qα), which in turn divides ol1(qh
b

), which itself in turn
divides (l1 − 1)/hb. This quantity is prime to h, by construction.

Let K0 = K · Fqα . We can now apply Lemma 10.12 to obtain a Coxeter parameter φ : ΓK0
→ Ĝ(Q)

satisfying the following conditions:

• φ takes values in Ĝ(Z[ζt]).

• For any prime-to-p place λ of Q and for any separable extension K ′/K0 linearly disjoint from the
extension of K0 cut out by φad such that φ|ΓK′ is everywhere unramified, the composite φλ|ΓK′ : ΓK′ →
Ĝ(Z[ζt])→ Ĝ(Qλ) is automorphic (that is, associated to a prime ideal p of the algebra B(G(ÔK′),Qλ)
of excursion operators).
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Fix places λ0, λ1 of Q of characteristics l0, l1, respectively. We see that the following additional condition is
satisfied:

• Let K ′/K0 be a separable extension, linearly disjoint from the extension of K0 cut out by φad. Then

φλ1
(ΓK′(ζl1 )) is a Ĝ-abundant subgroup of Ĝ(Fl1), and φλ1

|ΓK′ is strongly Ĝ-irreducible.

Indeed, it suffices to show that the extension K ′(ζl1)/K0 is linearly disjoint from the extension M/K0 cut
out by φad, as then φ|ΓK′(ζl1 )

is a Coxeter parameter (Proposition 10.10) and we can appeal to Corollary

10.8. To show this disjointness, note that the map ΓK′ → Gal(M/K0) is surjective, by construction;
the image of ΓK′(ζl1 ) in Gal(M/K0) is a normal subgroup with abelian quotient of order dividing ol1(qα).
The abelianization of Gal(M/K0) is cyclic of order h. Using that the ol1(qα) is prime to h, we find that
ΓK′(ζl1 ) → Gal(M/K0) is surjective and hence that the extensions K ′(ζl1)/K0 and M/K0 are indeed linearly
disjoint, as required.

Let F0 = F · Fqα . We now apply Proposition 9.2 with the following data:

• H = Ĝ(Fl0)× Ĝ(Fl1).

• ϕ = ρλ0
|ΓK0

× φλ1
.

• ψ = Rλ0
|ΓF0
× Rλ1

|ΓF0
. Note that ψ is surjective, by Goursat’s lemma. It is even surjective after

restriction to the geometric fundamental group, because H is perfect.

• L/K0 is the extension cut out by ϕ.

We obtain a finite Galois extension K ′/K0 and an Fqα -embedding β : F0 ↪→ K ′ satisfying the following
conditions:

• The extension K ′/K0 is linearly disjoint from L/K0, and K ′ ∩ Fq = Fqα .

• The homomorphisms ρλ0
|ΓK′ and β∗Rλ0

are Ĝ(Fl0)-conjugate.

• The homomorphisms φλ1
|ΓK′ and β∗Rλ1 are Ĝ(Fl1)-conjugate.

• The homomorphism φλ1
|ΓK′ is everywhere unramified.

The first three points follow from Proposition 9.2; after possibly enlarging the field K ′, we can ensure the
fourth point also holds. Consequently φλ1

|ΓK′ is automorphic.
We are now going to apply our automorphy lifting theorem to φλ1 |ΓK′ . We first need to make sure

that the hypotheses (i) – (iv) at the beginning of §8.4 are satisfied. The first condition (l1 - #W ) is satisfied
by construction. The remaining conditions are satisfied because φ|ΓK′ is a Coxeter parameter, and remains
so after restriction to ΓK′(ζl1 ), by construction. Corollary 8.21 now applies, and we deduce that there exists

an everywhere unramified cuspidal automorphic representation Π of G(AK′) over Q which corresponds
everywhere locally to the representation β∗Rλ1

, hence to the representation β∗Rλ0
. The representation

β∗Rλ0
: ΓK′ → Ĝ(Qλ0

) has Zariski dense image, so Lemma 8.8 implies that β∗Rλ0
is automorphic in the

sense of Definition 8.7.
On the other hand, the residual representation of β∗Rλ0

is Ĝ(Fl0)-conjugate to that of ρλ0
|ΓK′ ,

which has image Ĝ(Fl0). We can again apply Corollary 8.21 to deduce the existence of an everywhere
unramified cuspidal automorphic representation π of G(AK′) over Q which corresponds everywhere locally
to the representation ρλ0

|ΓK′ . Since every representation in the compatible family (∅, ρλ|ΓK′ ) has Zariski
dense image, the theorem now follows from the existence of π and another application of Lemma 8.8.

11.1 Descent and a conjectural application

In this section, we discuss informally a conjectural application of Theorem 11.1 that links descent and the
local Langlands conjecture, and which was our initial motivation for studying these problems. Let G be a
split semisimple group over Fq, and let l be a prime not dividing q.
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Let K = Fq(X) be the function field of a smooth, geometrically connected curve, and let v be a
place of K. If π is a cuspidal automorphic representation of G(AK), then the work of V. Lafforgue (see §8.2)

associates to π at least one continuous, Ĝ-completely reducible representation ρπ : ΓK → Ĝ(Ql), which is
unramified at those places where π is, and which is compatible with πv under the unramified local Langlands
correspondence at such places.

If v is a place at which πv is ramified, then we still obtain a Ĝ-completely reducible representation
ρπ|ssWKv

: WKv → Ĝ(Ql). It is natural to expect that this representation depends only on πv, and not on
the choice of cuspidal automorphic representation π which realizes πv as a local factor; and also that this
representation depends only on Kv as a local field, and not on its realization as a completion of the global
field K.

These expectations have been announced by Genestier–Lafforgue [GLb]. We have already cited part
of this work in Theorem 8.9, which played an essential role in the proof of our main automorphy lifting
theorem (Theorem 8.20). If F = Fq((t)), then this leads to a map

LLCss
F :

{
Irreducible admissible representations

of G(F ), up to isomorphism

}
→

{
Ĝ-completely reducible homomorphisms

WF → Ĝ(Ql), up to Ĝ-conjugation

}
,

which deserves to be called the semisimple local Langlands correspondence over F . The question we would
like to answer is whether or not this map LLCss

F is surjective. The most important case is whether all of the

Ĝ-irreducible homomorphisms WF → Ĝ(Ql) appear in the image; one expects to be able to reduce to this
case. In this case, we have the following proposition.

Proposition 11.5. Assume Conjecture 11.6 below. Then the image of the map LLCss
F contains all Ĝ-

irreducible homomorphisms.

Conjecture 11.6 is as follows:

Conjecture 11.6. Let E/K be a cyclic extension of global fields, as above, and let ρ : ΓK → Ĝ(Ql) be a
continuous, almost everywhere unramified homomorphism of Zariski dense image. Suppose that there exists
a cuspidal automorphic representation πE of G(AE) over Ql such that at each place of E at which πE and
ρ|ΓE are unramified, they correspond under the unramified local Langlands correspondence.

Then there exists a cuspidal automorphic representation πK of G(AK) such that at each place of K
at which πK and ρ are unramified, they correspond under the unramified local Langlands correspondenec.

We now sketch the proof of Proposition 11.5. Let σ0 : WF → Ĝ(Ql) be a Ĝ-irreducible homo-
morphism. Using similar techniques to those appearing in the proof of Proposition 9.5, one can find the
following:

• A global field K = Fq(X), together with a place v0 and an Fq-isomorphism F ∼= Kv0
.

• A continuous representation σ : ΓK → Ĝ(Ql) of Zariski dense image which is unramified outside v0

and which satisfies σ|WKv0

∼= σ0.

A slight generalization of Theorem 11.1 then allows us to find as well:

• A Galois extension K ′/K such that σ|ΓK′ is everywhere unramified.

• An everywhere unramified cuspidal automorphic representation π of G(AK′) such that at each place v
of K ′, π and σ|ΓK′ are related under the unramified local Langlands correspondence.

Let w0 be a place of K ′ above v0, and let K0 denote the fixed field inside K ′ of the decomposition group
Gal(K ′w0

/Kv0
). Let u0 denote the place ofK0 below w0. Then the extensionK ′/K0 is Galois; w0 is the unique

place of K ′ above u0; the inclusion Kv0
→ K0,u0

is an isomorphism; and the inclusion Gal(K ′w0
/K0,u0

) →
Gal(K ′/K0) is an isomorphism. In particular, the extension K ′/K0 is soluble.

We can now repeatedly apply Conjecture 11.6 to the abelian layers of this soluble extension to obtain
the following:
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• A cuspidal automorphic representation π0 of G(AK0) such that at every place where π0 and σ|ΓK0
are

unramified, they are related by the unramified local Langlands correspondence.

In particular, if ρ0 : ΓK0
→ Ĝ(Ql) denotes one of the representations associated to π0 by V. Lafforgue, then

ρ0 has Zariski dense image, is uniquely determined by π0, and is Ĝ(Ql)-conjugate to σ|ΓK0
(see Lemma 8.8).

We can now conclude. The above discussion shows that the representation σ|ssWK0,u0

is the image of

π0,u0
under the map LLCss

K0,u0
. Now pulling back along the isomorphisms F ∼= Kv0

∼= K0,u0
and using the

identification σ0
∼= σ|ssWK0,u0

shows that the representation σ0 is in the image of LLCss
F , as desired.

11.2 Existence of Whittaker models

In this final section we sketch a variant of our main theorem. As usual, we let X be a smooth, geometrically
connected curve over Fq, and let K = Fq(X). Let G be a split semisimple group over Fq, and fix a split

maximal torus and Borel subgroup T ⊂ B ⊂ G. We recall that a character ψ : N(AK) → Q× is said to
be generic if it is non-trivial on restriction to each simple root subgroup of N(AK)/[N(AK), N(AK)] (cf.
[JS07]).

Definition 11.7. Let π be a cuspidal automorphic representation of G(AK) over Q. We say that π is
globally generic if there exists an embedding φ : π → Ccusp(Q), a function f ∈ φ(π), and a generic character

ψ : N(K)\N(AK)→ Q× such that the integral∫
n∈N(K)\N(AK)

f(n)ψ(n) dn

is non-zero.

Globally generic automorphic representations play an important role in questions such as multiplicity
one or the construction of L-functions. We are going to sketch a proof of the following result.

Theorem 11.8. Suppose given a Ĝ-compatible system (∅, (ρλ : ΓK → Ĝ(Qλ))λ) of continuous, everywhere
unramified representations with Zariski dense image. Then there exists a finite extension K ′/K and a globally
generic, everywhere unramified, cuspidal automorphic representation Π of G(AK′) over Q such that ρ|ΓK′
and Π are matched everywhere locally under the unramified local Langlands correspondence.

The two main points in the proof are Corollary 8.21 and the following strengthening of Theorem
10.11:

Theorem 11.9. Suppose that G is simple and adjoint. Let φ : ΓK,∅ → Ĝ(Q) be a Coxeter homomorphism,

and let λ be a place of Q of residue characteristic l - q. Suppose that φ(ΓK·Fq ) is contained in a conjugate of

T̂ (Q). Then we can find the following:

(i) A coefficient field E ⊂ Qλ.

(ii) A cuspidal automorphic representation π of G(AK) over Ql such that πG(ÔK) 6= 0.

(iii) An embedding φ : π → Ccusp(Ql) and a function f ∈ Ccusp(G(ÔK),O) such that f spans φ(π)G(ÔK).

(iv) A generic character ψ : N(K)\N(AK)→ Z×l such that∫
n∈N(K)\N(AK)

f(n)ψ(n) dn = 1. (11.9)

In particular, π is globally generic.
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Proof. This is the same as Theorem 10.11, except we now require the existence of an O-valued function f
satisfying the identity (11.9). The existence of a function f satisfying this condition is proved in Appendix
B of this paper; the same computation has already been used in the proof of Theorem 10.11 to show that
the function f considered there is in fact non-zero.

We now sketch the proof of Theorem 11.8.

Proof of Theorem 11.8. We can reduce, as in at the beginning of §11, to the case where G is a simple adjoint
group. By Proposition 6.6, we can find, after passing to an equivalent compatible system, a number field
M ⊂ Q and a set L′ of rational primes of Dirichlet density 0, all satisfying the following conditions:

• For each prime-to-q place λ of Q, ρλ takes values in Ĝ(Mλ).

• If l - q is a rational prime split in M , and l 6∈ L′, and λ lies above l, then ρλ has image equal to Ĝ(Zl).

Let h denote the Coxeter number of Ĝ. The group Gal(M(ζh∞)/M) embeds naturally as a finite index
subgroup of

∏
r|h Z×r ; we fix an integer b ≥ 1 such that it contains the subgroup of elements congruent to

1 mod hb. Let t > #W be a prime such that hb+1 divides the multiplicative order of q mod t. By the
Chebotarev density theorem, we can find a prime l - q satisfying the following conditions:

• l splits in M(ζt), l > t, and l 6∈ L′.

• If r|h is a prime, then l ≡ 1 mod hb but l 6≡ 1 mod rhb.

• The group Ĝ(Fl) is perfect.

If r is a prime and g is an integer prime to r, then we write or(g) for the order of the image of g in F×r , as
in the proof of Theorem 11.4. Let α = ot(q)/h, so that ot(q

α) = h and qα mod t is a primitive hth root of
unity, and α is divisible by hb. Then the degree [Fqα(ζl) : Fqα ] is prime to h.

We can now apply Theorem 11.9 and similar arguments as in the proof of Lemma 10.12 to obtain
the following:

• A smooth, projective, geometrically connected curve Y over Fqα with function field F = Fqα(Y ).

• An everywhere unramified Coxeter parameter φ : ΓF → Ĝ(Q) which in fact takes values in Ĝ(Z[ζt]).

• For any place λ of Q above l and for any finite separable extension F ′/F linearly disjoint from the

extension of F cut out by φad, a coefficient field E ⊂ Qλ, a function f : G(F ′)\G(AF ′)/G(ÔF ′) → O
which is matched everywhere locally with φλ under the unramified local Langlands correspondence,

and a generic character ψ : N(F ′)\N(AF ′)→ Z×l such that∫
n∈N(F ′)\N(AF ′ )

f(n)ψ(n) dn = 1.

Let K0 = K ·Fqα , and fix a choice of place λ of Q above l. We now apply Proposition 9.2 with the following
data:

• H = Ĝ(Fl).

• ϕ = φλ.

• ψ = ρλ|ΓK0
.

• L/F is the extension cut out by φλ.

In order to avoid confusion, we note that the roles of F and K here are reversed relative to their roles in the
statement of Proposition 9.2. We obtain a finite Galois extension F ′/F and an Fqα -embedding β : K0 ↪→ F ′

satisfying the following conditions:
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• The extension F ′/F is linearly disjoint from L/F , and F ′ ∩ Fq = Fqα .

• The homomorphisms φλ|ΓF ′ and β∗ρλ are Ĝ(Fl)-conjugate.

Let E ⊂ Qλ, f : G(F ′)\G(AF ′)/G(ÔF ′) → O, and ψ : N(F ′)\N(AF ′) → Z×l be the objects associated to

φλ|ΓF ′ above. The representation β∗ρλ takes values in Ĝ(Zl) and has residual representation conjugate to

the Galois Coxeter homomorphism φλ|ΓF ′ .
Let U = G(ÔF ′). There is a unique maximal ideal m ⊂ B(U,O) such that f ∈ Ccusp(U,O)m;

indeed, this follows from Proposition 10.7. We can then apply Theorem 8.20 to deduce that the natural map
Rφλ|ΓF ′ ,∅

→ B(U,O)m is an isomorphism, and that both of these rings are finite flat complete intersection

O-algebras. It then follows from Proposition 5.12 that they are even reduced, hence B(U,O)m[1/l] is an étale
E-algebra.

It follows from Proposition 10.7 and these observations that there is a unique minimal prime ideal
p ⊂ B(U,O)m such that f ∈ Ccusp(U,O)[p]. We can now apply Corollary 8.21 to deduce the existence of a
function f ′ ∈ Ccusp(U,Qλ) such that ∫

n∈N(F ′)\N(AF ′ )
f ′(n)ψ(n) 6= 0

and such that f ′ is matched everywhere locally with β∗ρλ under the unramified local Langlands correspon-
dence. Since the space Ccusp(U,Qλ) with its Hecke action is defined over Q, we can even assume that f ′ lies
in Ccusp(U,Q). The proof of the theorem is now complete on taking π to be the cuspidal automorphic repre-
sentation generated by the function f ′, and K ′ to be F ′, viewed as an extension of K via β|K : K ↪→ F ′.

Appendix A. Cuspidality of Eisenstein series, by D. Gaitsgory

1. We assume being in the setting of [BG02, Theorem 2.2.8]. We are given a Ť -local system EŤ on X, such
that the induced Ǧ-local system

EǦ := IndǦŤ (EŤ )

is equipped with a Weil structure, and as such is irreducible.

According to [BG02, Proposition 2.2.9], EŤ is regular (i.e., the Gm-local system α(EŤ ) is non-
constant for all roots α of Ǧ), and there exists an element w ∈W and its lift w̃ ∈ N(Ť ) such that

Fr∗(EŤ ) ' EwŤ , (11.10)

and the identification

IndǦŤ (EŤ ) ' EǦ ' Fr
∗(EǦ) ' IndǦŤ (Fr∗(EŤ ))

(11.10)
' IndǦŤ (E

w

Ť )

is induced by w̃.

2. Consider the object
AutEǦ

:= EisGT (AutEŤ
).

We define the structure of Weil sheaf on AutEǦ
by

Fr∗(EisGT (AutEŤ
)) ' EisGT (AutFr∗(EŤ ))

(11.10)
' EisGT (AutEwŤ

) ' EisGT (AutEŤ
), (11.11)

where the last isomorphism is the Functional Equation for Eisenstein series ([BG02, Theorem 2.2.4]).

Our goal is to show that the spherical automorphic function corresponding to AutEǦ
with the above

Weil structure is cuspidal.
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3. First, we claim that we can assume that EŤ is strongly regular, i.e., E
w′

Ť is non-isomorphic to EŤ for any
w′ ∈W .

Indeed, embed G into G1 := G
Z(G)
× T ′, where T ′ is a torus. There exists a Ǧ1-local system EǦ1

,

equipped with a Weil structure so that EǦ (equipped with its own Weil structure) is induced from EǦ1
by

means of the homomorphism Ǧ1 → Ǧ.

Let EŤ1
be the corresponding Ť1-local system over X. We claim that EŤ1

is automatically strongly
regular. This follows from the fact that the derived group of G1 is simply connected. Now, if we know the
cuspidality assertion for G1, the cuspidality assertion for G follows.

4. For a parabolic P with Levi quotient M let

CTGM : Sh(BunG)→ Sh(BunM )

be the corresponding constant term functor, i.e.,

CTGM = (qP )! ◦ (pP )∗.

Consider the object
CTGM (EisGT (AutEŤ

)) ∈ Sh(BunM ), (11.12)

with the Weil structure induced by the Weil structure on EisGT (AutEŤ
), given by (11.11).

We need to show that the function on BunM (Fq) corresponding to (11.12) is zero.

5. Let
′EisMT : Sh(BunT )→ Sh(BunM )

be the non-compactified Eisenstein series functor (see [BG02, Sect. 2.2.10]).

The standard calculation of the constant term applied to Eisenstein series (see [BG08, Proposition
10.8] for the case P = B) says that the functor

CTGM ◦EisGT (11.13)

can be canonically written as an extension of functors

Sw
′

: Sh(BunT )→ Sh(BunM ),

where each Sw′ is an extension of functors

Sh(BunT )
some Hecke functor−→ Sh(BunT )

w′→ Sh(BunT )
′EisMT−→ Sh(BunM ),

and w′ runs over a set of representatives of WM\W .

6. Now, the assumption that EŤ is strongly regular implies that

RHom(Sw
′
1(AutEŤ

),Sw
′
2(Aut

E
w′
Ť

)) = 0 (11.14)

unless w′1 = w′2 · w mod WM , see [BG08, Proposition 10.6].

In particular, taking in (11.14) w′1 = 1, we obtain that the object (11.12) is canonically a direct sum:

CTGM (EisGT (AutEŤ
)) ' ⊕

w′
Sw
′
(AutEŤ

). (11.15)
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6. In terms of the isomorphism (11.15) the Weil structure on (11.12) is an isomorphism

Fr∗(⊕
w′
Sw
′
(AutEŤ

))
(11.10)
' ⊕

w′
Sw
′
(AutEwŤ

) ' ⊕
w′
Sw
′
(AutEŤ

).

Applying (11.14) again, we obtain that this isomorphism is given by a collection of isomorphisms

Fr∗(Sw
′
(AutEŤ

))→ Sw
′
1(AutEŤ

),

where w′1 is such that w′1 = w′ · w mod WM .

Note, however, that for no w′ do we have w′ = w′1. Indeed, this would mean that w belongs to a
subgroup conjugate to WM , contradicting the irreducibility of EǦ as a Weil local system.

7. Now, the required vanishing of the function follows from the next general claim: let Y be a stack, and let
F be an object of Sh(Y), equipped with a Weil structure. Assume that F is written as a direct sum

F = ⊕
i∈I
Fi, (11.16)

where I is some finite set.

Assume that in terms of (11.16), the Weil structure on F corresponds to a system of isomorphisms

Fr∗(Fi)→ Fφ(i),

where φ : I → I is an automorphism of I.

Assume that φ(i) 6= i for all i ∈ I. Then the function on Y(Fq) corresponding to F vanishes.

Appendix B. Non-vanishing of Whittaker coefficients, by D. Gaits-
gory

Temporary notation: For a stack/scheme Y over Fq, we will denote by Y its base change to Fq. We
will denote by Sh(Y) the derived category of sheaves on Y, and by Sh(Y) the category of objects in Sh(Y),
equipped with a Weil structure, i.e., pairs (F ∈ Sh(Y), α : Fr∗Y(F) ' F)).

Note that for Y = pt := Spec(Fq), the category Sh(pt) is that of objects of Vect (=graded Q`-vector
spaces) equipped with an automorphism.

1. We assume being in the setting of [BG02]. We are given a Ť -local system EŤ on X, and let

AutEŤ
∈ Sh(BunT )

be the 1-dimensional local system that corresponds to it by geometric Class Field Theory. Consider the
object

AutEǦ
:= EisGT (AutEŤ

) ∈ Sh(BunG).

Assume that AutEǦ
is equipped with a Weil structure. Our goal is to prove:

Theorem. The function on BunG(Fq) that corresponds to AutEǦ
is non-zero.

We will prove Theorem 1 by showing that its first Whittaker coefficient is non-zero.

2. Pick a square root ω
1
2

X of the canonical line bundle ωX on X. Let ρ(ωX) denote the T -bundle on X

induced from ω
1
2

X using the cocharacter 2ρ : Gm → T .

69



Let Bun
ρ(ωX)
N− be the stack

BunB− ×
BunT
{ρ(ωX)};

this is a twisted version of BunN− . We have a canonical map

B− → Π
i∈I

B−i ,

where I is the set of vertices of the Dynkin diagram, and B−i the negative Borel subgroup of the adjoint
quotient of the corresponding subminimal Levi. The above homomorphism defines a map of stacks

Bun
ρ(ωX)
N− → Π

i∈I
Bun

ρi(ωX)

N−i
.

Note that each Bun
ρi(ωX)

N−i
is the stack classifying extensions

0→ ωX → Ei → OX → 0,

and hence admits a canonical map to A1. Let A-Sch denote the Artin-Schreier sheaf on A1. Let χ denote

the *-pullback to Bun
ρ(ωX)
N− of A-Sch along the map

Bun
ρ(ωX)
N− → Π

i∈I
Bun

ρi(ωX)

N−i
→ Π

i∈I
A1 sum−→ A1.

We define the functor
Whit : Sh(BunG)→ Sh(pt)

to be the composition

Sh(BunG)→ Sh(Bun
ρ(ωX)
N− )

−⊗χ−→ Sh(Bun
ρ(ωX)
N− )→ Sh(pt),

where the first arrow is *-pullback with respect to the natural projection Bun
ρ(ωX)
N− → BunG, the the last

arrow is the functor of cohomology with compact supports. We will use the same symbol Whit to denote
the corresponding functor

Sh(BunG)→ Vect

(i.e., when we ignore the Weil structure).

It is clear that for F ∈ Sh(BunG) and the corresponding function f on BunG(Fq), the first Whittaker
coefficient of f equals the trace of the Frobenius on Whit(F).

Hence, Theorem 1 follows from the next result:

Theorem. There is an isomorphism
Whit(AutEǦ

) ' Q`,

up to a cohomological shift.

Notation change: From now on we will work over Fq, and we will omit putting the bar over the objects
involved. So, for example, from now on X is a curve over Fq, and EŤ is a Ť -local system on X, etc.

2’. We will in fact prove the following generalization of Theorem 2:

Theorem. The functor
Whit ◦EisGT : Sh(BunT )→ Vect

identifies canonically with the functor of *-fiber at the point ρ(ωX) ∈ BunT .
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3. Consider the diagram

Bun
ρ(ωX)
N− ×

BunG
BunB

′p−−−−−→ BunB
q−−−−→ BunT

′p

y yp

Bun
ρ(ωX)
N−

p−−−−−→ BunG .

(11.17)

By base change, the functor Whit ◦EisGT is calculated as follows

F 7→ Hc

(
Bun

ρ(ωX)
N− ×

BunG
BunB , (q ◦ ′p−)∗(F)⊗ (′p−)∗(ICBunB

)⊗ (′p)∗(χ)

)
[−dim(BunT )].

The fiber product Bun
ρ(ωX)
N− ×

BunG
BunB admits a decomposition into locally closed substacks

(Bun
ρ(ωX)
N− ×

BunG
BunB)w, w ∈W

indexed by the relative position of the N−-reduction and the B-reduction of a given G-bundle over the
generic point of X.

We have the following basic assertion:

Proposition. For any w 6= 1 and F ∈ Sh(BunT ), the cohomology

Hc

(
(Bun

ρ(ωX)
N− ×

BunG
BunB)w, (q ◦ ′p−)∗(F)⊗ (′p−)∗(ICBunB

⊗(′p)∗(χ)

)
vanishes.

The proof is obtained by repeating the argument of [BG08, Sect. 10.9].

4. Denote
Z := (Bun

ρ(ωX)
N− ×

BunG
BunB)1;

this is the open stratum, where the two reductions are mutually transversal. The stack Z is known to be a
scheme and is called the Zastava space, see [BFGM02, Sect. 2.2].

From Proposition 3, we obtain that Whit ◦EisGT can calculated be calculated by

F 7→ Hc

(
Z, (q ◦ ′p−)∗(F)⊗ (′p−)∗(ICBunB

)⊗ (′p)∗(χ)
)

[−dim(BunT )],

where by a slight abuse of notation we continue to denote by ′p− and ′p the maps from (11.17), restricted
to Z.

The scheme Z splits into connected components, indexed by the elements of Λpos, the semi-group
of coweights of G equal to non-negative linear combinations of positive simple coroots; for λ ∈ Λpos, let Zλ
denote the corresponding connected component.

Let Xλ denote the corresponding partially symmetrized power of the curve. I.e., if λ = Σ
i∈I

ni · αi,
then

Xλ = Π
i∈I

X(ni).

According to [BFGM02, Sect. 2.2], there is a canonical map

πλ : Zλ → Xλ,
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such that the composition
q ◦ ′p− : Zλ → BunT

equals

Zλ πλ−→ Xλ AJ−→ BunT ,

where AJ is a version of the Abel-Jacobi map that sends

D ∈ Xλ 7→ ρ(ωX)(−D).

In addition, according to [BFGM02], we have:

(′p−)∗(ICBunB
) ' ICZ [dim(BunG)− dim(Bun

ρ(ωX)
N− )].

Applying the projection formula, we obtain that Whit ◦EisGT (F) is the direct sum over λ ∈ Λpos of
the expressions

Hc(X
λ, πλ! ◦ (′p)∗(χ)⊗AJ∗(F))[dim(BunG)− dim(Bun

ρ(ωX)
N− )− dim(BunT )]. (11.18)

5. We now apply the following result of [Ras, Theorem 3.4.1]:

Theorem. For λ 6= 0, the object
πλ! ◦ (′p)∗(χ) ∈ Sh(Xλ)

is zero.

Thus, we obtain that among the summands in (11.18), only the one with λ = 0 is non-zero. In this
case Z0 = pt, and the assertion of Theorem 2’ follows.
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[GLa] Wee Teck Gan and Luis Alberto Lomeĺı. Globalization of supercuspidal representations over
function fields and applications. Journal of the EMS, 20(11), 2813–2858, 2018.

[GLb] Alain Genestier and Vincent Lafforgue. Chtoucas restreints pour les groupes
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