The boundary of the Eisenstein symbol

by
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In the paper [Beilinson 1986], Beilinson defined the “Eisenstein symbol”, a universal
construction of elements in higher K-theory (motivic cohomology) of self products of ellip-
tic curves. This generalised a construction by Bloch of elements in K5 of an elliptic curve
[Bloch 1980]. A refinement of Beilinson’s Eisenstein symbol was given in [Deninger 1989].

The purpose of the present paper is to calculate the boundary of the Eisenstein symbol
at a place of bad reduction of the elliptic curve.

In the case of an elliptic curve over a number field, this gives a criterion for the
‘integrality’ of Eisenstein symbol elements, and thus generalises a formula found by Bloch
and Grayson [1986]. In the case of the universal elliptic curve, we obtain the boundary of
the Eisenstein symbol at the cusps. (In characteristic zero an equivalent result was proved
in [Beilinson 1986] by an analytic method.)

In our presentation the formula involves Bernoulli polynomials. These arise essentially
on account of their well-known distribution property — cf. 2.6 (i) below.
We now give a precise summary of our main result. Let E/F be an elliptic curve over

a field, and P C E a finite subgroup scheme of E defined over F'. For any integer n > 1,
consider the Eisenstein symbol map, following the definition of [Deninger 1989, §8] :

£+ QIP]° — Hi{(E",Q(n+1))

sgn’

Here the following notations are used.

— QIPJ° is the Q-vector space of Gal(F/F)-invariant functions 3 : P(F) — Q satisfying
> B(x) =0 (which we identify with divisors on E in the obvious way).
z€P(F)

— H%W (-, Q) :Kéz)_z(—) is motivic cohomology — c¢f. [Beilinson 1985, 2.2], [Schnei-
der 1988, §3], [Deninger, Scholl, §1].

— for a group scheme A, we identify A™ with the kernel of the sum-mapping > : A"T! —
A. This gives an action of the symmetric group S,41 on A™.

— subscript ‘sgn’ denotes the image under the projector Iz, = m > sgn(o).o.
UE$n+1

Now suppose F' admits a non trivial discrete valuation v, and let O and k, be the valuation
ring and residue field of v, respectively. We shall assume that k is perfect. Let E,o be
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a minimal regular model of F, and E/; its special fibre at v. We make the following
additional assumptions :

i) E/i, is a Néron N-gon (untwisted), for some NV > 1.

i) P extends to a finite flat subgroup scheme P, of the Néron model of E over O. (For
example, one could take P to be the N-torsion points of F, with N as in i.)

Write E for the connected component of the Néron model of E over O, and fix an isomor-

phism l%/k 2 G, /- This induces an orientation on K/, i.e., a bijection between Z/NZ
and the set of components of E//;,. The component corresponding to v € Z/NZ will be de-
noted C,. If € Q[P]° and v € Z/NZ then we write dg(v) for the degree of the restriction
of the flat extension of 3 to the component C,,.

The boundary map
o : Hj\L/l—i—l(En,Q(n'i‘l))sgn —>H}\%4(E7k:Q(n)>Sgn

o o
arises from the localisation sequence of the pair <E7O7E7k) The target space is a one-

dimensional Q-vector space generated by @) = Il (yo U--- Uyn), where yo = (y1---yn) "1,

and for 1 <i<mn, y; is a coordinate on the i** copy of G, k (cf. 1.5 below).
The main result of this paper is :

Theorem.

9" o&p(B) CPN Z ds(v n+2(<N>)) Py,

VvEZ/NZ

where C’Q ~ is an explicit nonzero constant, By (X) is the m-th Bernoulli polynomial, and
0 <(z) <1 is the representative of z € Q/Z.

The case n =1 was found by Bloch and Grayson by a somewhat different method. The
reader will find applications in their paper, and in the case n =2 in [Mestre, Schappacher
1990, §83.4, 3.5] — cf. section 6 below. In these applications F' = Q and the theorem
is used to describe the obstruction to the Eisenstein symbols belonging to the ‘integral’
motivic cohomology Hv{ ' (E™,Q(n+1))z.

The formula of the theorem was discovered by the second author while studying the
work of Beilinson on modular curves [Beilinson 1986]. There £3 (which Beilinson denotes
') is constructed for the universal elliptic curve over the field of modular functions.
Beilinson’s main result concerning the symbol (Theorem 3.1.7 of loc. cit.) is equivalent to
7.4 below, but his proof is analytic, in contrast to our algebraic approach.

Acknowledgement. This paper was completed while both authors enjoyed the hospitality of the Institute for
Advanced Study, Princeton.



1. The basic formula
We continue to use (and expand upon) the notation of the introduction.

1.1 The FEisenstein symbol. We recall the construction of the Eisenstein symbol map,
following [Deninger 1989, §8|. For an integer n > 1, let p; : E™ — E (1 <i<n) denote the
n

projections, and pp=— > p;. Write U =FE — P, and define
i=1

U= (1 pi ' (U).

0<i<n

If we need to emphasize the dependence on P we write Up, etc.

For i =0,...,n, let 3; € Q[P]°, and choose functions f; € O(U)*® Q with divisors ;.
We use the “symbol” notation {—,...,—} for the cup product

U: @ Hy (-, Q1)) — Hh (-, Q(1)).

Then there is a well-defined map

(1.1.1) L QP — HE U™, Qn+ 1)k
given by
Bo®--- @By +1lpno Hsgn {pSfO:--'7p:Lfn}'
Here Ilpn = #P(lﬁ)n 3" Tr is the projector onto the space of P(F)"-invariants. With
xGP(f)”

the special choices

(1.1.2) Pr=-=fp=ap= Y (0)—(x),

xGP(f)

it is the first step of the construction of the Eisenstein symbol map £}, and other choices
of (1,...08, do not give rise to new elements of motivic cohomology. However we will
not make this substitution at once, in order to preserve the symmetry for the subsequent

calculation. Note that we are taking the invariants under translations by P(F), rather
than the coinvariants considered in [Deninger 1989], in order to calculate explicitly.

The second step in the construction—only needed when n > 2—is the decomposition
of the target space of 1.1.1 into eigenspaces under the L~!-multiplication. This will be
discussed in section 4.

1.2 Varying P. Let P <, @ be (a closed immersion of) two finite subgroup schemes of E
defined over F'. Then there are commutative diagrams :

n 971 n ’I’Ll n
QI =% HYN(US.Q(n+1)2

(1.2.1) Tj’ T

n @" n n
Q[P 5 HWL(UR,Qn+1)E
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and
QR — HM' (UL, Q(n+1)%,

(122) Tjs T(Q:P)"Xres
Q[P — H'(UR,Q(n+1)5,

where j; is extension by zero, and the unlabelled horizontal arrows are the maps

B—05(B® 048") and 3+ O%(B®a$™) respectively.

Now let L > 1 be an integer, and write P = [xL]"Y(P) C E, U=F—P, etc.

7: P — P for the projection. Multiplication by L induces a Galois covering
[xL] : oY —uv.
By Galois descent, this gives a homomorphism
XL By (U™, Qnt1)7" — HA (O™, Q(n+1))"",

and we have two further commutative diagrams:

=~ Rn—+1 o7 n ~’I’L/ DN
Q[P]° —  Hy (U™, Q(n+1)) 5

(1.2.3) }T* T[XL]*
QPP Zh Hy Ut 1)
and
QP — H' (U™, Qn+1)k,
(1.2.4) Tﬂ* T[xL]*

Q[P — HU'(U™,Qn+1)L,

sgn

with the unlabelled maps in (1.2.4) being

B—0%(B®a%") and - Op(FRaf").

Write

All of this is straightforward to prove by direct calculation from the formulae in [Deninger

1989, proof of 8.2].

1.3 Base change. Let F'/F be a finite extension, v’ a discrete valuation of F, and v the
restriction of v/ to F'. Assume that the residue field extension k’/k is separable. Then the

following square is commutative:

Hy (BT, Qn+1)) 2 H(E e, Q)

TreSF’/F Te(v'/v)xresk//k

HY (B, Q1)) 2% HR (), Q(n))



Here resp//p, resy /i, are the restriction homomorphisms, and e(v’/v) is the ramification
index. (Recall that we are assuming k to be perfect.)

In view of 1.2.1 and 1.3, we may now restrict to the following situation.

1.4 Assumptions.
— E/;, is an untwisted Néron N-gon with N > 3;
— P=pNyXxZ/NZC E(F) is a level N structure on E;
— Py, gives the standard level N structure on (E ;)" = G,, x Z/NZ.

1.5 Write Uy = £ — P, and U; for the complement of the zero section in E,». Consider
the Galois covering*:

which by Galois descent gives an isomorphism

(1.5.1) [XNT* + Hy (U5, Q%)) = H3 (UN ) Q)™

In the next section we shall prove the following basic formula for the composite of ©% with
the boundary map in motivic cohomology

n

aU : H./.\/l( N/F?Q( ))sg:;HH. 1<UN/I<:7Q(*_1))SZD'

1.6 Proposition. 61)@’}(@51):%_—% (n) Z ¢do(¢) - q+2(C) [XN]"®7.
=N i, D

The meanings of the symbols are :
— di(v)=dg,(v)= > Bi((¢,v)) for v€Z/NZ;
CEPyN

— di(¢)= S (¢¥d;(v) is the Fourier transform of d;;
VEZ/NZ

— @g is the element of H}(U1");, Q(n))sgn given as follows : let y = t~1 be the inverse of
the natural coordinate on G,,,, and let y; =p}(y), for the n+1 projections py,...,pn :

* If char (k) divides N then [x N] is the composite of a Galois covering and a power of the
Frobenius mapping. As the Frobenius induces an automorphism on motivic cohomology,
[XN]* is an isomorphism in this case also.



G — G,,. Let 5,41 be the symmetric group permuting the coordinates yo,...,yn.
Then

Oy =sgn{y1:-- Y 1 =Ygu1,-- - L= Yn}

1.7 Remark. Note in passing that for the special functions f;, ¢ =1,...,n with divisors
div f; =« as in 1.1.2, we have that d;(v) = N2§, 90— N, so that here we find for ( #1 that

di(¢)=N 2.
We will see in section 4 that the proposition actually implies the theorem.

2. The calculation

2.1 We begin with some geometry on the arithmetic surface F,o. For the moment, we
need only assume that F/; is an untwisted Néron N-gon with N >3, and that P is a finite
subscheme of E whose flat extension P, is contained in the smooth part of E,». We
normalise the orientation of the special fibre E/;, = U,cz/nzC) and the coordinate ¢, on
C, such that ¢, =0, oo are the points of intersection of C, with C,_1, C, 1 respectively.
(There is no ambiguity as N > 3.)

Let f € O*(U)®Q, and let a(v) be the order of f along the v*" component C,, of Ey.

Choose once and for all a uniformiser 7 of the valuation v, and let g®) =7=2") f € F(E)*.
Since orde, (7) =1, the function g(*) is regular outside of P and the C,, with p#v; so its
restriction to C, is an element of k£(C),)® Q which we also denote g™, Let D,o be the
flat extension of div f to E,p, and d(v) = deg(D/o ﬂCy) (¢f. introduction).
Proposition 2.2.

(i) divg™) =(D,0NC,)—b(v—1).(0)+b(r).(c0), where b(v) =a(v+1) —a(v);

(ii) d(v) =b(r—1)—=b(v).
Proof. (ii) follows from (i) as deg(divg®))=0. The only remaining non-trivial assertions
are the claimed multiplicities at ¢, =0, co. To verify these, represent the completed local

ring at 0 as R = O[[u,v]]/(uv — ), where u = 0, v = 0 are local equations for C,,, C,_;
respectively. Then the image of f in the field of quotients of R is of the form:

f = (unlt) X U/a(”)va(l’_l) — (unlt) % 7.‘.CL(l/)ﬁU—b(u—l)

= (unit) x 72D b=1)

Therefore the order of g(”) at t, =0 is —b(vr—1), and the order of GV at t, 1 =0 is
b(v—1).

2.3 Now we continue under the assumptions of 1.4. Then ¢®) € O*(G,, — py) ® Q, and

we write
(tN _ 1)d(u)

W) () — (v) — A
G (t)_cl;[ 9" (Ct) = (const.) s
N
= (const.)be(”) (1— yN)d(”)
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where y=1/1.

2.4 We apply the above with f= f;, 0 <7 <n, with the obvious additional subscripts. To
calculate the boundary of ©% we need the following compatibility of the cup-product and
the boundary map (see [Loday 1976, 2.3] and [Grayson 1976]).

Let X/O be smooth, and 9: Hi (X r,Q(j)) — H'y;' (Xk, Q(j —1)) the boundary
map of the localisation sequence. For¢ e Hy (X, Q( ), write £, & for its images
in Hy((Xr,Q(j)), Hy((Xk,Q(5)). Then for every &,

+H(mU&R) =&

(the sign depending only on (i,7)).

In particular, up to sign and torsion, the boundary maps in Milnor and Quillen K-theory
agree. This gives (up to sign) the following formula for the restriction of 9{p; fo,...,0} fn}
to the component C,, x...xC,, :

n

S ) 4080 Wo)s s 987 (), 9 ()

r=0

Here and elsewhere vg = — > v;. Applying the projector IIpn—defined in 1.1.1—we
obtain

N72ST ST ) (G (o) G () G (),

Ve(Z/NZ)» =0

where v = (v1,...,,). Applying the inverse of the isomorphism (1.5.1) we write this as
the following element of Hj(U"),,Q(n)):

—en bo (v v — 5 ,
Ny ZGT v) {y0 00 (1 — o) Do 0) () L. ybn ) (1 gy, ydn o),

ve(zZ/NZ)r =0

We can expand this in terms of a sum over the symmetric group S,,+1 =Symm{0,1,...,n}:

Yy > )b (1) b )

TL (n—aa!
Ve(Z/NZ)™ q=0 0€Sn+1 q 'q!

X da(q—l—l)(ya(q—l—l)) o 'dan(yan>{yala oy Yoq, 1 _ya'(q+1)7 ) 1 _yan}

and applying the projector Ils,,, we obtain the following expression.

n

(2.2.1) N7y # > D ao0(0)bor(11) -+ bog(vg)

q:O ( _q) q VE(Z/NZ)” U€S7L+l

X do (q+1)(V(g4+1)) *++ don (vn) DY
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2.3 This last expression will be more palpable once it is rewritten in terms of Fourier

transforms. Recall that we are taking ¢(¢) = S (Yo(v). If ¢(v) = (v +a) —(v),
VEZ/NZ

then we have ¢(¢) = (¢~*—1)4(¢). In particular, by 2.1 :
di(Q)= (¢~ 1)bi(¢) = ~¢7H(¢ —1)%ai(<).

Furthermore d;(1) = b;(1) = 0. Therefore fixing ¢, 0 < ¢ < n, we have the following
identities, valid for any o € S,,41:

d ~ ~
Z COC )1)‘”2 N > anlS +bog(€) - do(g41)(Q) -+ don(C)
1#6,& 1£Cehy
= Z ao’O(V())bgl(Vl) .. ‘baq(yq) 'dU(q+1)(V(q+1)> .. 'ddn(yn)-
Ve(Z/NZ)™

Consequently, expression 2.2.1 becomes (up to sign)

o (n+1)! ¢do(¢) -+ dn(()
N 27 Z OC 1tz

|
= (-gld T

This proves proposition 1.6.

2.5 Fourier transforms of Bernoulli polynomials. Recall the definition of the Bernoulli
polynomials By :

Thus, for example,
1 1
Bo(X)=1, BI(X):X_§7 Bz(X):XQ—X‘f‘g

1
B3(X)=X3— 2X2+§X, B,(X)=X*-2X34+ X%

1
30

Define, for ¢ € py, Ben(CO)= . B ({%))¢”. Then it follows from the definition
of the B, that

ZBkN —3

Substitute u = et/ and define

& -1 1
Bi(Q) = N1 B (O = (u ) g e

.From this it is elementary to deduce the following proposition the first part of which is a
convenient reformulation of the distribution property of the Bernoulli polynomials.
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2.6 Proposition. (i) For every integer L >1,

> Bi(n) = LFBi(Q).

nl=¢
(ii) For all k > j > 2, there exist rational numbers a;j independent of N such that
apr=(—1)*"1/k! and

¢ LR
= > a;B;(().
(¢—1F ; *

For instance, one has

(C_CDz :_% B»(() (C—Cl)?’ :% ]:3'2(0'4‘% Bs(¢)
o= B0~ Bal)— 5 B0

3. The case n=1 over a number field

We are now already in a position to verify the theorem in the case n =1 [Bloch, Grayson
1986). In fact we will prove a more general result. We first describe the situation in terms
of K-theory to make apparent the relation with loc. cit.

Let E be an elliptic curve over a number field F'. Consider the localisation sequence:

0 — HL(EQ2) — HLFE)QE) T lemFE*

I I
K (E)®Q Ky (F(E))©Q

Here |E| is the set of closed points of E, and the sequence is exact on the left as K5 of a
number field is torsion. The boundary map 7 is the “tame symbol”.

Let fj,g; € F(E)* be a finite collection of rational functions on E such that Y {f;,g;} €
J

kerT. Then Y {f;,g;} defines an element of H3,(E,r,Q(2)) =K2(E/r)®Q.
J

Now let v be a finite place of F', with residue field k, at which E has split multiplicative
reduction with special fibre a Néron N-gon. We intend to calculate its image under the
boundary map

0:Ky(E)®Q— K{(E;,)2Q.

First note :—
K{(E;)©Q=H )y, (E;, Q(1)=Q.
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In fact, since k is finite, the localisation sequence gives a short exact sequence

O — Ki(E/k)(X)Q — K1<E’71];1100th)®Q _ K ( slng)®Q

| I
I Qt -> Q[zZ/NZ

VvEZ/NZ

with §(t,) = (v) — (v —1). Then the restriction

KB @ Q — Ki(E),) ©Q = Hy (/1. Q(1)) = k(Gn)* ©Q -t

induces an isomorphism on the image of Kj(E/;)®Q.
For the calculation we only need the following hypothesis on f;, fj’

The closure of the support of the divisors of fj, fj’- is contained in the smooth
part of E .

Then, since k is finite, the reduction modulo v of this support is contained in py; X Z/NZ
for some M; so by passing to a ramified extension F'/F and using 1.3 we may, and do,
assume M = N. The first part of the calculation of §2 then gives (up to sign) :

A - X DN [t St L d0d©

1#£¢Cehy

where d;(v), d;(v) are the degrees of the restriction to €, of the closures of the divisors
of fj, fj’ Using the examples following 2.6 and the relation

B=3 3 swn(o){1 -y} =

U€S7L+1

1 1 1

2= 5{n) =501

(¢f. 5.2 below), we obtain a formula involving only B3 and ®1. (It is no accident that Bs
drops out in this way — see section 4 below.) Using B3 ((5£)) = —B3((%)) and the fact
that [x N]*®1 = N®1, this gives :

3N
wVvEZ/NZ j

3.2 Proposition. 8(2{]‘},]‘}’}) S Z Z dj(p) d(v—p) B3(<N)) Xy

In the special case where all fj’- have the standard divisor this proposition simplifies
in view of 1.7 and due to the fact that 3 d;(u)=0.

3.3 Corollary. Let > ;{f;,g} €kerT with divg= > (0)—(z). Then
zeP

oS o) =55 X Y di) Bs((5)) @l

VEZ/NZ j
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3.4 We should remark that if v is a place of F' at which the reduction of E is not split
multiplicative, then K{(E/;)® Q = 0. Thus the restriction to the case where E/; is an
untwisted Néron polygon does not miss any interesting cases.

3.5 Now let @ momentarily denote the (global) ring of integers of F'. We have the exact
sequence

o=]To,
(torsion) — K»(E/0) — Ko(E/p) A HKi(E/kU)H”'

The fact noted in 3.4, that the target of 0, is torsion unless v is a place of split multiplica-
tive reduction for F is in accordance with relative versions of Beilinson’s conjectures—cf.
[Deligne 1985], [Ramakrishnan 1989]. In fact, we have

dimq K1 (E/;,) @ Q=ords—o L, (E, s)

where the L-function of E/F is written L(E/F,s) = [[ L,(E,s)”!. But even if the re-

duction at v is split multiplicative, the tame symbol may nonetheless be trivial on the
elements of K3(FE,r) we considered here. In fact, if £/, is a Néron polygon with one or

two sides, then for rational functions f;, f]’- with reduced divisors supported in E;?"Oth, we

always have 8(Zj{fj,f]’-}) =0 because B3(1—z)=—Bs(x).

3.6 Remark. When the divisors of f;, fj’- are supported in torsion points, proposition
3.2 implies the formula of [Bloch, Grayson 1986, p.88]—cf. [Mestre, Schappacher 1990,
1.5.1]. But there are also examples of elements » .{f;, f;} € ker7 when the support
of the divisors of f;, f]’- contains points of infinite order. The first such example, on a
curve with complex multiplication, was found by R. Ross (1990 Rutgers Thesis). Recently
Jan Nekovar, modifying successfully an earlier attempt by one of the authors (NS), wrote
down a one-parameter family of elliptic curves on which non-trivial such elements can be
constructed. Some curves in this family have places v with non-trivial Ki(E/x,)®Q. They
provide concrete applications of the general statement 3.2. But we do not go into this here.
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4. The weight decomposition.

4.1 The remaining step in the construction of the Eisenstein symbol is the “weight decom-
position” of 117/’\,1(U}\}’/F,Q(>|<))£g?l under the “L~"-multiplication. Recall [Deninger 1989,

§8] that if L >1, and P =[x L] 'P as in 1.2 above, the endomorphism £ is defined by the
commutativity of the diagram:

HY, U™, Q)DL By (07 .Qu)EL —  H (U™, Q)L

sgn sgn sgn

(4.1.1) Jrixar
L: n
H3((U™, Q) n

where j* is induced by the inclusion j : U™ < U™. On the image of HY(E™, Q(*))sgn
(which is invariant under P™), £ coincides with [x L]*~1, and is simply multiplication by
L=,

4.2 Theorem. [Beilinson 1986], [Deninger 1989]. H%, (U™, Q(*))L. decomposes into

' sgn
eigenspaces on which L acts as multiplication by L™"7", 0 < ¢ < n —1; and the inclu-
sion U™ — E™ induces an isomorphism of H3,(E™, Q(*))sgn With the L™"-eigenspace of

H3, (U™, Q%)) -

The definition of the Eisenstein symbol is now as follows: let a =3 __5(0)—(x). Then
ER(B) is the projection of O%(B®a®™) into the L™™ eigenspace, viewed as an element of
HUH(E™,Q(n+1)) under the isomorphism of theorem 4.2.

Let us give a slightly different proof of theorem 4.2. Recall that
U ={(z1,...,2,) €E™|for all 0<i <n, x; ¢ P},
where xg = —x1 —...—x,. We define, for 0 <q<n,
Y= {(xl,...,wn) cE" ‘ at least ¢ of the z;’s are in P};

is'q” ={(x1,...,2n) € E™ | exactly ¢ of the z;’s are in P}.

Then U™ =Y, E" — U™ =Y and

(4.2.1) Y Um0 % 10, n} x P,
Moreover we have a decomposition E" =[] ﬂo/q” of E™ into locally closed subsets which
0<q<n

are invariant under the action of S,,+1 - P™. This group acts transitively on the set of

components of Y* with isotropy subgroup (S,41-¢ X S,)-P"~%. Notice that the subgroup
S, acts trivially on the component

{(:El,...,xn)EE”‘xo,...,xn_q_l ¢ P, xn_q:...:xn:O}

12



from which it follows that if ¢ > 2 then

Hy (V) Q(x)E" =0,

sgn

Then by the long exact sequences of motivic cohomology, we deduce that
H3((E",Q(*))sgn = H(B", Q(*))dgn = Ha (V5" UYT", Q(*)) -
Moreover, by 4.2.1,

HY, (V7 QUEL L5 HY, (U1 Qe

Sgnn+1 sSgn,,
We therefore have a long exact sequence:
o— n— n—1 § ° n n
Hy 20V, QU= 1) b0, ——HM(E", Q)5
° n n P n— n—1
(4.2.2) —HY, (U ’,Q(*))s{;nn+l—>HM1(U( DQle— 1)) —

By 4.2.1 the localisation sequence is compatible with the family of endomorphisms which
are £ on the middle two terms and L~2L on the outside ones. By simultaneous induction
it follows that:

(4.2.3) The boundary maps ¢ are zero.
(4.2.4) The eigenvalues of £ on H%, (U™, Q(x))E.  are L™"7% for 0<i<n—1, and the

Sgnn+1

corresponding eigenspaces are isomorphic to H %" (E™ ™, Q(x —1))sgn, ;41

4.3 One would like a similar statement with E replaced by G,, and P by ppy. The exact
sequence analogous to 4.2.2 still holds. For us the only case of interest is e =% =n. Then
0 vanishes, since the space

Hi (G, /i Q1)) sgm

is one-dimensional, spanned by the symbol {y1,...,y,}. Hence it will certainly inject into
H? (k(G), Q(n))sgn = KM (k(y1,...,yn)) ® Q. Therefore the long exact sequence splits
into short exact sequences, and by a similar induction argument we see that H},((G, —
/.I,N)”’,(L)(n))sl'gfq has dimension n, spanned by ®7,...,®"'. (In particular, there is a non
trivial relation between ®,..., P — cf. section 5.) However there is no canonical de-
composition as it is easy to see that the analogue of £ acts by the scalar L=", for every

L>1.

4.4 In order to decompose ©% according to the weights of £, we must therefore calculate
&P explicitly. Write Qp for the composite

Qp = [xL|"oL: Hy, (U™, Q(*)) — Hx (U™, Q()).

13



By 4.2 we have

(4.4.1) Ex(B) = [1:[ (L —rp )7t n(:_)ll (£— L—”—i)] 0O (B@a®).

Write Pl = L=7P. We can rewrite the above expression as

n—1 ' _ n—1 ;
[T =L (<217 0 O (Qpun =L "X L]")

=1

(4.4.2) [ 0O (B®a®m).

Note that we may even extend the range of i to, say, i =n, making the operator explicitly
kill off one more eigenspace which we already know by 4.2 to be zero. We will do this
in the computation because it will painlessly suppress the ®%-component in 1.6. (If we
did not do it, this component would have to be shown to cancel out because of relation
5.2—cf. the alternative proof we gave for proposition 3.2 which of course represents the
simplest case.)

4.5 Let us analyse formula 4.4.1 with a view to computing 0" o £B via 1.6. As indicated

we modify 4.4.1 by letting ¢ run from 1 to n. This also replaces [XL”_l]*_l by [xL]* !

in 4.4.2.
4.5.1 Expand

6 (Qp[ifl]_L_n—i[xL]*): Z (_1>|I| 6 AI,i:Z(—l)m A,
=t IC{1,...,n} i=1 7

where |I| denotes the cardinality of I, and for each I C {1,...,n} and i € {1,...,n}, we

define
Li= L= [xL]* ifiel.

For fixed I, we shall now compute
(4.5.2) [XL"N]* 100" o A; 0 @B (BRa®™).
By 1.2.2 we find that
Qpli-110O%;_q) (BRa®") = O%p (1B ® jra®™)

and
[xL]* O@7113[1‘—1] (B®O‘®n> = 73[1‘} (7T*5®7T*Oz®n).
Thus, writing

P . o goifagl
)\[—Z(:)l)\f,z )‘I,Z_{ﬂ_* leGI,

14



1.6 allows us—neglecting signs—to transform 4.5.2 into

(453) LZ-;V:lZn—I—l < ) Z W (CZAlﬂ CZ&Za)(U) HL_n_i'

1#nefhpny i€l

Here the first factor of L™ in the denominator comes from 1.3. In fact, in order to apply
1.6 relative to the group of L™ N-torsion we have to extend the base field to an extension
with ramification index L™.

The following lemma is straightforward. (Notice however that we are using the no-
tation j; and 7* in two different meanings : on functions ci,y these operators refer to the
groups fy, iz, n; on divisors the notation is relative to py X Z/NZ,prny X Z/LNZ. In each
case, j is inclusion and 7 the natural projection.)

4.5.4 Lemma. For any v€ Q[P]°, we have
djpy=7*dy,  dpey=L%jd,.

This transforms 4.5.3 into
n+1
059 g 32 (0)

where I ={1,...,n} —I. — Now apply 2.6 and get

> @d)O I X

1A ey iel an:C i

1 L q+2 ~ . o
(4.5.6) LT:;;LV 21 ( ) Y (dsd2)(©) D ajqeaBy(Q) L [[ L.

1#CEPy j=2 iel
But observe that
i T il 0 if2<j<n+1
-1 |1] nt2—i—i — 1— [nt2—i=j :{ . _ Laxg=
IC{lz: n}( ) g 11;[1( ) [[i,(1-L7") ifj=n+2

Thus taking the sum over all I C{1,...,n} in 4.5.6 and inserting this into 4.4.1, all powers
of L duly cancel, and we obtain :

n n n+1 7 nD * H{N
9 ng(ﬁ):i<n+2),N2n+1 E : (dﬂdaBn-F?)(C) [xN]"®p.
' 1#£Cey

Since [XN]*®I' = N ®!' the theorem now follows from 1.7 by a trivial computation. The
constant comes out to be Cp y =+N"(n+1)/(n+2)! in the case 1.4.

15



5. A linear relation.

As observed in 4.3 above, there is a non-trivial relation between the elements &7 for
0 < q <n. We include it here even though the proof of the theorem we chose to present
does not rely on it—cf. the remark at the end of 4.4 above.

The relation is derived from the following identity in Milnor K-theory.

5.1 Lemma. In Milnor K-theory tensored with Z[1/2]|, we have

{1—:(:1:(:2-~-xm x1(1—x2) xm_l(l—xm)}_o
-2,  1-z 7 11—z, J

Proof. By induction: assume true for m, and replace x,, by ©,,£m+1. Then we get:

O:{l—xlxg---xm x1(1—x2) Tm—2(1—Tm_1) xm_l(l—xmxm+1)}
1—2 T l—zy T 1—Zp_o 1— 21
(l-—zimo -y 21 (1—22) Tm—o(l=2p_1) 1—ZpTmi1
_{ 1—a I 1—Zpmeo = l—zm, }
l—zzo-xpm x1(1—22) Tm—o(l=Zp_1) Tmo1(1—2xm)
{ 1—x; Tol—xy T 1—Zmea = l1—Zpm_1 }

Now take the product with

_xm(l _xm—|—1> —1_ 1 —ITmTm+1
11—z, 11—z,

to obtain the desired formula.
Apply this now with m=n and y; =x;. We get
{yo(l—yl) yi(l—y2)  ye(d—yrt1) yn—l(l—yn)}zo
l—yo 1=y 77 1=y 7 1=y, '
Expand this using bilinearity. If the (k + 1) choice is yi or (1 —yx)~ !, then for the
resulting term to be non-zero the k' choice must be y,_1 or (1—yx_1)~', and we obtain:

n
Yo Y1 Yp—1 }_
, A= Ypi1se s l—yn b=0.
Z;){l—yo Ty gy P Y

Now apply Ile,. Using the permutation (012...p) the result can be written as

n
y y
0:2(—1)?{ L ,1—yp+1,...,1—yn}
p=0

1_y1, ’l_yp

sgn

n_p
:ZZ(—l)q Z {1—y1,...,yil,...,yiq,...,1—yp+1,...,1—yn}sgn.

Here the k™ entry is y, for k=141,...,4i, and 1 —yj, for the remaining (n —q) values of k.
We conclude:

5.2 Proposition. Zn:(—m(zn: (5))@:;:0.

q=0 p=q
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6. The number field case

Let F' be a number field, O its ring of integers, and let v denote finite places of F'. The
subspace H 3, (E7F,Q(*))z of “integral” elements of HM(E;IF,Q(*)) is defined to be the
image of

(o Q) — Hiy(EJp. Q(%)).

where E?(; — (E/0)" is a desingularisation of the n-fold power of a global regular minimal

model of E. (See 6.6 below.) By the long exact sequence for the pair o /O,E7F this space
of integral elements Hﬂrl(E;lF, Q(n+1))z equals the kernel of the boundary map

H (B, Qn+1)) — [ Hyi 'ty (B0, Qn+1)).

all v

where subscript (v) denotes cohomology with support in the fibre at v.

6.1 Now let v be a place of F' satisfying the assumptions 1.4. Write € the projector onto
the subspace on which the group pj -S,, - P™ acts as follows : every p, acts by —1, §,, acts
via the sign-character sgn,,, and P" acts trivially. We then have a commutative diagram :

H (B, QUnt 1))(e) — HGE (B, Q(n+1))(e)
N x
Hy (BT, Q(n+1)  — HY (B}, ,Q(n)

where the isomorphism is between one-dimensional Q-vector spaces. For this isomorphism
see [Scholl 1990], proof of 3.1.0(iii); the proof given there applies equally well in the present
situation.

6.2 In general, given any finite place v of F, there exists a finite extension F'/F such
that, above v, F,p/ has either good reduction or situation 6.1 applies. And in the good

reduction case one has that H} ( Tes ,Q(n))=0: see [Soulé 1984, Thm. 3.(iii)].

6.3 Lemma. Let F'/F be a finite extension. Then
corespr/ p H3(E7p, Q())z = H3 (Er, Q%)) z.

This is proved by a slight variation of [Beilinson 1985, 2.4.2] — c¢f. [Schneider 1988,
p.13].

6.4 Finally, if v is a place where E has either additive and potentially multiplicative or

non split multiplicative reduction, then the target space HY}, (E;LRU,Q(n)) is zero if and
only if n is odd. This is seen from the Galois action on the generator t; U---Ut, of the
corresponding motivic cohomology over a suitable extension field.

We conclude :
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6.5 Proposition. HJT\L,IH(E;LF, Q(n+1))z is the kernel of the boundary maps
Hyt (B, Qn+1) — [[Hu(E, . Q(n),

the product being over all (finite) places of F' where E has split multiplicative reduction, if
n is odd; and over all (finite) places of F' where E has potentially multiplicative reduction,
if n is even.

Our theorem then allows to calculate explicitly the integrality obstruction for elements
of Hﬁjl(E;lF, Q(n+1)). This justifies in particular the computations of this obstruction

performed in [Mestre, Schappacher 1990].

6.6 Some words regarding the desingularisation E7O are in order. (Note that in §2.2 of
[Mestre, Schappacher 1990], E\;L(; is incorrectly defined as the normalisation.)

If E has semistable reduction, then the singularities of ;™ are products of ordinary
double points, and can be explicitly resolved [Deligne 1968, Lemme 5.4], [Scholl 1990, §2].
In general, the existence of a desingularisation seems open.

If one does not want to assume the existence of E\;LZ,), one may choose F’ as in 6.2 and
take the left hand side of 6.3 as the definition of H/'\,I(E}%F, Q(*))z.

7. The modular case

7.0 In this section we show how our theorem gives a different proof of one of the main results
of [Beilinson, 1986]—Theorem 7.4 below. (In [Deninger, Scholl], this paper is summarised
in a language closer to ours.)

7.1 Let N be an integer > 3, and let My be the modular curve of level N, and Fy
its function field. We consider E/F, the universal elliptic curve with level N structure
a: E[N] = (Z/NZ)?. Taking P = (Z/NZ)? (which we identify with the N-torsion
subgroup of E via a)) we obtain the Eisenstein symbol map, which we write

EX: QUZ/NZ))® — Hi (E",Q(n+1)).

7.2 Write MR for the cusps of My. Then as is well known, by regarding the cusps as
giving level N structures on the standard Néron N-gon, one has an identification of the

set of closed points:
* %

0 :l:l)
where 1 € GL2(Z/NZ) corresponds to the level N structure

|MR?| = GLy(Z/NZ)/(

GuXZ/NZ>puy xZ/NZ "5 (Z/NZ)?
(Cx;0) = (a,b)

defined over Q((n).
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7.3 The main theorem enables us to calculate the effect of the boundary map
8 : H}\L/[—’_I(En? Q(n+ 1))sgn — H}\L/I(Gm X M]?]O7 Q(n))Sgn l) QHMX[OH

on the image of the Eisenstein symbol. Notice that the first arrow depends on the choice of
orientation of the special fibre of the Néron model of E, so that as written the composite
map is not canonical. To make it canonical we replace the target by the space V()"
where

vE— {f:GLz(Z/NZ) —Q \ fa(y 1)=F(9) :if(_g)}'

Then our theorem shows at once that the composite 0o £} is a nonzero multiple of the
G Ly(Z/NZ)-equivariant map w? : Q[(Z/NZ)?)° — V(=) given by the formula:

(7.3.1) @)= D #lg-m)Bural()):
z€(Z/NZ)?

Observe that this formula makes sense for any N > 2.

7.4 Theorem. [Beilinson 1986, §3] The boundary map 9: H\,{ ' (E™, Q(n+1))sgn — V(7"
is an isomorphism on the image of the Fisenstein symbol.

This is an immediate consequence of (7.3.1) and the properties of the “horospherical
isomorphism” (see the paragraph after 3.1.6 in [Beilinson, 1986]). Since we were unable to
find a suitable reference for these properties, we give here a direct proof. It is in two steps.

7.5 Step I: For every N >2 and every n>1 the map w}; is surjective.

Clearly one is free to tensor with C. We first show that any function supported on
(; :) is contained in the image. The subspace of V* ® C composed of such functions

has for a basis the set of functions
fa b 0 if c£0
I (c d) H{X(al) if c=0
where x : (Z/NZ)* — C* runs over Dirichlet characters with x(—1) ==+1.

Define ‘
dz)= D xl(y) termev/N,

yE(Z/NZ)*
Then
— TLWE T :
L [(NX@ D ) B () e
n L[ a r€Z/NZ
qubX'(c d)H wE(Z//NZ)*
0 if c#£0.
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Writing the values of the Bernoulli polynomial in terms of Dirichlet L-series and using the
character orthogonality relations, the last expression becomes

(7.5.1) ~(n+2)Np(N)x(@d) Y TEE@%&?@@ ]\_4?
p| 4%

Here M is the conductor of x, for each D| % we have written xp for the character modulo
DM associated to x, and 7(xp) denotes the Gauss sum

Z XD(Z‘)_1€27Tim/DM.
©€(Z/DMZ)*

Rewriting 7.5.1 in terms of the primitive character y; modulo M, we finally obtain

—(n+2)Nyp(N) P2 —x1(p)”
MnTlo(M) 11 ( p”“(pl—l)

wjrif(ﬁx =

1
) T(x1)L(x1,—1—n) fy.

pIN

(p,M):l

As x(—1) =(—1)", the L-value is nonzero, as are the remaining factors. We therefore have
found a nonzero multiple of f, in the image of wj;.

Now as a representation of GLy(Z/NZ), V* is generated by the functions f,. This
shows the surjectivity of wjy.

It follows that for every n >1 the map
(Wi wy™):QUZ/NZ)*)’ — VTeV™
is surjective. Therefore the theorem will be a consequence of the next assertion.
7.6 Step II: If N >3 and n>1 then

dim Im(EX) +dim Im(EXH) <dim VT +dimV .

To prove this we consider (for the moment arbitrary) functions ¢: Z2 — Q, and make
the convention that ¢(z) =0 whenever x € Q%—Z2. For a squarefree integer D =py ---pg > 1

define
(Apg)(z) =) (-1)*®E"¢(x/E)

E|D

where k(F) is the number of prime divisors of E. Now,
(7.6.1) Ap=»A7A, 0...07,,.

The operators Ap have the properties:
(i) Ap is injective for every D >1;
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(ii) If (D,D")=1 then ImApNImAp =ImApp.
The first one of these follows from the elementary identity

(7.6.2) d(x)= > E"(Ap¢)(z/E).

E|D>

To prove (ii), suppose that Ap¢=Ap/¢’. Then setting

=Y E"¢(x/E)

E|D%®
and using (7.6.2) one sees that Apy =¢' and also Ap:) = ¢.

7.7 Now if D|N then Ap induces an injective map

Ap.x:QIZ/ 52) — QIZ/NZ)Y’
and from (1.2) and (7.6.1)
EnoAp y=0 provided D >1.
We have EF (¢(—z)) = (—1)"ER (é(z)). Moreover, let A,  denote the composite of Ap y

with the projection onto the subspace of ¢ € Q[(Z/NZ)?]° satisfying ¢(—z) = (—1)"¢(z).
Then dimIm A%, \ depends only on N, D and the parity of n; and

dimImAYp y -i-dimImA%T]%] =(N/D)*-1
for D > 1. The usual inclusion-exclusion argument then yields

dimTm(Ex)+dimTm(ExH)

S(N2—1)—Z((%)2—1)+ 3 ((%)Q—Q—...

p|N

(Y

p|N

= #GLy(Z/NZ)/(, |)=dimV"+dimV .
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