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Comments and corrections to bobby@statslab.cam.ac.uk

1. Let Y be a random variable with density f(y;0) for y € ¥ C R™ and some
6 € © CR? and write £(6;Y) and U(6;Y) for the corresponding log-likelihood
and score functions. Assume that the order of differentiation with respect to a
component of  and integration over ) may be interchanged where necessary.
Show that, for r,s =1,...,d,

Cove{U,(6;Y),U,(0;Y)} = —Eg{ﬁw; Y)}.

2. Let Y1,...,Y, be independent Poisson random variables with mean #. Compute
the maximum likelihood estimator 6,,. By considering nén, write down the dis-
tribution of 6, and deduce its asymptotic distribution directly. Verify that this
asymptotic distribution agrees with that predicted by the general asymptotic
theory for maximum likelihood estimators.

3. We have n balls, each of which is placed independently into box i € {1,2,3}
with probability 0 < 6; < 1, Z?Zl 0; = 1. Let N; be the total number of balls

in box 1.

(a) Find E@(Nl), Varg(Nl).

(b) Find Covg(Ny, No). Hint: observe that Ny = Y1 | X;, where X; is 1 if the
1th ball goes into the first box and zero otherwise; Ny can be characterised
similarly.

(¢) Find (6;,6,)7 and its asymptotic distribution.

4. Let Y1,...,Y, be independent Poisson(6) random variables. Show that both
Y =n'3Y;and §? = (n — 1)~ 3 (Y; — Y)? are unbiased estimators of 6.
Without calculating Vary(S?), argue that Y is at least as good an estimator as
S2.

5. Let Yi,...,Y, be independent U|[0, 0] random variables, for some § € © =
(0,00). Find the maximum likelihood estimator 6, as well as its distribution
function, mean and variance. What is the asymptotic distribution of n(6 —
0,)/0? Why does the standard theory not apply?



10.

11.

Consider the standard linear model Y = X + ¢, where X is an n X p matrix
of full rank p. Find the distribution of maximum likelihood estimator 3 of §.
Calculate (/) and argue that the asymptotic distribution of the m.l.e. is exact
in this case.

Recall that in the standard linear model above we may express the fitted values
Y = X3 asY = PY, where P = X(XTX) !XT,

(a) Show that P represents an orthogonal projection.

(b) Show that P and I — P are positive semi-definite, where [ is the n x n
identity matrix.

(c¢) (* Extra) Show that I — P has rank n — p and P has rank p.

In the standard linear model above, find the maximum likelihood estimator 62

of 02, and use Cochran’s theorem to find its distribution. [Hint: use the results
from the previous question.]

. Let Y = X+ ¢, where X and 3 are partitioned as X = (XyX;) and g7 =

(B9 B)) respectively (where B3y has py components and (3; has p — py compo-
nents).

(a) Show that (y and 3, are orthogonal if and only if the Fisher informa-
tion matrix is block diagonal. [This is the appropriate generalisation of
parameter orthogonality to more general parametric models.]

(b) Use this generalisation to show that 3 and o2 are orthogonal.

Consider the model for responses Y7, ...,Y, given by
Y = fo + Biwi + BoPo(;) + €,

where €1, ..., ¢, are independent N(0,0?) random variables, > .  x; = 0, and
P; is a monic quadratic polynomial. Find P, to make 3y, 51 and (5 mutually
orthogonal. For this choice of P,, compute the maximum likelihood estimator
(BO, B, ﬂ})T and write down its distribution.

In the balanced, additive two-way ANOVA model, show that the maximum
likelihood fitted values are ngk =Yy + Y — Y. [Hint: use the sum-to-zero
identifiability constraints.]



