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Handout on Stochastic Convergence

1. Definitions

Definition 1 (Convergence almost surely and in probability)
Let (X,,)n>0, X, be random vectors in R¥, defined on a probability space (£, A, P).

i) We say that X,, converges to X almost surely, or X, 25, X as n — oo, if
Plwe: || Xp(lw) —Xw)|| >0asn — o0) =P(]| X,, — X|| > 0asn —o00)=1.
ii) We say that X,, converges to X in probability, or X, B Xasn— oo, if for all e > 0
P(| X, — X|| >¢) — 0.

Remark Convergence of vectors is equivalent to convergence of each coefficient, for both these
definitions. This follows naturally from the definition for almost sure convergence, and addressed
in the Example Sheet for convergence in probability.

Definition 2 (Convergence in distribution)

Let (X)n>0, X, be random vectors in R¥, defined on a probability space (2,.4,P). We say that
X, converges to X in distribution, or X, 4 X asn — oo if
P(X, <t) = P(X <1),

for all ¢ where the map t — P(X < t) is continuous.

Remark We write {X = t} as shorthand for {X() < t1,...,X) < tx}. For k = 1, the
definition becomes P(X,, <t) —» P(X < t).

1I. Propositions

Proposition 1 The following facts about stochastic convergence follow from these definitions
and can be proved in measure theory.

) Xn 25X = X, DX = X5 X asn— oo,

ii) (Continuous mapping theorem) If X,,, X take values in X C R and g : X — R is contin-

uous, then X, s/ P,k implies g(X,,) o /P/d, g(X) .



iii) (Slutsky’s lemma) Let X, L X and Yy, % ¢ where c is deterministic (or non-stochastic).
Then, as n — oo

-a)Y, e
b)) Xn Yy B X te
co) (k=1) X, Y, L eX and ifc £ 0, X,V 5 X/e.
- d) If (An)n>0 are random matrices such that (Ay)i; L, A;;, where A is deterministic (or
non-stochastic), then A, X, 4oAX.
w) If X, 4 X asn— 00, then (X,)n>0 ts bounded in probability, or X, = Op(1), i.e.

Ve > 03M(e) < oo such that for alln >0, P(|Xn| > M(e)) <e.



