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1. Show that none of the following matrices are similar:

10.

110 110 1 0 0
01 1], 01 0], 01 0
00 1 00 1 00 1

Is the matrix

O O =
O ==
—_ =

similar to any of them? If so, which?

1 2

n
. Find a basis with respect to which <(1) _21> is in Jordan normal form. Hence compute <O _1> .

. (a) Recall that the Jordan normal form of a 3 x 3 complex matrix can be deduced from its characteristic

and minimal polynomials. Give an example to show that this is not so for 4 x 4 complex matrices.
(b) Let A be a 5x5 complex matrix with A* = A% # A. What are the possible minimal and characteristic
polynomials? How many possible JNFs are there for A? [You probably don’t want to list them all]

. Let @ be an endomorphism of the finite dimensional vector space V over F', with characteristic polynomial

Xa(t) =t" +cp_1t" "1+ -+ + co. Show that det(a) = (—1)"¢co and tr(a) = —c¢,,_1.

. Let a be an endomorphism of the finite-dimensional vector space V', and assume that « is invertible.

Describe the eigenvalues and the characteristic and minimal polynomial of ! in terms of those of a.

. Prove that any square complex matrix is similar to its transpose. Now prove that that the inverse of

a Jordan block J,,(\) with A # 0 has Jordan normal form a Jordan block J,,(A~1). For an arbitrary
non-singular square matrix A, describe the Jordan normal form of A~! in terms of that of A.

Let V be a complex vector space of dimension n and let o be an endomorphism of V' with o™~ ! # 0
but a™ = 0. Show that there is a vector x € V for which x, a(x), a?(x), ..., " 1(x) is a basis for V.
Give the matrix of « relative to this basis.

Let p(t) = ag + a1t + ...+ at* be a polynomial. What is the matrix for p(a) with respect to this basis?
What is the minimal polynomial for «? What are the eigenvalues and eigenvectors?

Show that if an endomorphism 8 of V' commutes with « then 8 = p(«) for some polynomial p(t).

[It may help to consider 5(x).]

Let A be an n X n matrix all the entries of which are real. Show that the minimal polynomial of A, over
the complex numbers, has real coefficients.

Let f(z) = ap + a1z + ...+ apz™, with a; € C, and let C be the circulant matrix

ao ay as ... Qp

(2% ap ai ... Qap-—1
p—-1 QAn G ... Gp-2

aq as as ... apn

Show that the determinant of C'is det C' = [[}_, f(¢?), where ¢ = exp(2mi/(n + 1)).

Let V be a 4-dimensional vector space over R, and let {&1, &2, 3,84} be the basis of V* dual to the basis
{X1,X2,X3,%X4} for V. Determine, in terms of the &;, the bases dual to each of the following:

(a) {x2,%x1,%X4,X3} ;

(b) {Xl, 2X2, %Xg7 X4} H

(¢) {x1 + x2,X2 + X3,X3 + X4, X4} ;

(d) {x1,%X2 — X1,X3 — Xg + X1,X4 — X3 +Xg — X1} .



11. Let P, be the space of real polynomials of degree at most n. For « € R define ¢, € P} by €,(p) = p(x).
Show that €q,...,e, form a basis for P}, and identify the basis of P, to which it is dual.

12. (a) Show that if x # y are vectors in the finite dimensional vector space V', then there is a linear func-
tional # € V* such that 0(x) # 6(y).
(b) Suppose that V' is finite dimensional. Let A, B < V. Prove that A < B if and only if A° > B°.
Show that A =V if and only if A° = {0}. Deduce that a subset F' C V* of the dual space spans V* if
and only if {v e V' : f(v) =0 for all f € F} = {0}.



