Michaelmas Term 2004 J. Saxl
Linear Algebra: Example Sheet 1

The first eleven questions cover the relevant part of the course and should ensure good understanding. The
remaining questions may or may not be harder; they should only be attempted after completion of the first
part.

1. Let F(R) be the vector space (sometimes denoted R¥) of all functions f : R — R, with addition and
scalar multiplication defined pointwise. Which of the following sets of functions form a vector subspace
of F(R)? [You should attempt these questions, but may not want to write out all parts in much detail.]

(a) The set C of continuous functions.

(b) The set {f € C : |f(t)] <1 forall t e [0,1]}.

(c) Theset {f € C: f(t) = 0 as t — oco}.

(d) The set {f € C: f(t) = 1 ast — oo}.

(e) The set of solutions of the differential equation #(t) + (t? — 3)&(t) + t*x(t) = 0.
(f) The set of solutions of #(t) + (t2 — 3)i(t) + tix(t) = sint.

(g) The set of solutions of (i(¢))? — z(t) = 0.

(h) The set of solutions of (#(t))* + ((¢))? = 0.

2. Suppose that T and U are subspaces of the vector space V. Show that T U U is a subspace of V only if
either T<U or U <T.

3. Let T, U, W be subspaces of V.
(i) Give explicit counter-examples to the following statements:

@T+UNW)=T+U)N(T+W); b) T+U)NW =(TNW)+{UnW).
(ii) Show in both (a) and (b) that the equality can be replaced by a valid inclusion of one side in the
other.

(iii) Show that if T < W, then (T +U)NW =T+ (UNW).

4. Suppose that {e;,...,e,} is a basis for V. Which of the following are also bases?

(a) {e1 +eg,eg+€3,...,€,_1 + en,en}.
(b) {e1 + ez, ez +e3,...,e, 1 +€,,€, + €1}
(C) {el — €2, —€3,...,€_1] —€y,€, — el}-

(d) {e1 —en,e2+€p_1,...,€e, + (—1)"e1}.

5. Let P denote the space of all polynomial functions R — R. Which of the following define linear maps

P — P?

(a) D(p)(t) = p'(t).

(b) S(p)(t) = p(t* +1).

(c) T(p)(t) = p(t)* + 1.

(d) E(p)(t) = p(et)~

(e) J(p)(t) = [ (s )dS

(f) K(p)(t) =1+ fo

(g) L(p)(t) = p(0) + fo

(h) M(p)(t) = p(t*) — tp(t)-

6. For each of the following pairs of vector spaces (V, W) over R, either give an isomorphism V — W or
show that no such isomorphism can exist. (Here P denotes the space of polynomial functions R — R,
and Cf[a, b] denotes the space of continuous functions defined on the closed interval [a, b].)

(a) V=RY W={x€eR®: 2+ x5+ 23+ 24 + 25 =0}.

(b) V=R W={pe P:deg p<5}.

(c) V=Cl0,1], W =C[-1,1].

(d) V=cC[0,1], W={feC[0,1] : f(0) =0, f continuously differentiable }.
(e) V =R? W = {solutions of i(t) + z(t) = 0}.

() V=R, W =Cl0,1].

(g) (Harder:) V =P, W =R,
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Let
U={xecR’:xy+aw3+a4=0, 207 +220+25 =0}, W={xecR’:2; +a5=0, 20 =23 =24}

Find bases for U and W containing a basis for U N W as a subset. Give a basis for U + W and show
that
U+W:{XER5:x1+2x2—|—x5=x3+x4}.

Find the ranks of the following matrices A, and give bases for the kernel and image of the linear maps

X — AX.
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Let o : R? — R3 be the linear map given by o : | 22 | —
T3
1 1 1
representing « relative to the base | 1 | , | 1 | , | 0 | for both the domain and the range.
1 0 0

Write down bases for the domain and range with respect to which the matrix of « is the identity.

Z1
To . Find the matrix
T3
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Let Y and Z be subspaces of the finite dimensional vector spaces V and W, respectively. Show that
R={0e L(V,W):0(x) € Z for all x € Y} is a subspace of the space L(V,W) of all linear maps from
V to W. What is the dimension of R?

If Uy, ..., Uy are subspaces of a vector space V, show that the following conditions are equivalent.
(i) dim ), U; = 3", dim U;;

(ii) every element of ), U; can be written uniquely as ), u; with u; € Uy;

(iii) For each j, U; N .Zi?éj U; = {0}. .

Show that these conditions are not equivalent to

(iv) For each i # j, U; NU; = {0}.
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Let U be a proper subspace of the finite-dimensional vector space V. Find a basis for V' containing no
element of U.

X and Y are linearly independent subsets of a vector space V'; no member of X is expressible as a linear
combination of members of Y, and no member of Y is expressible as a linear combination of members
of X. Is the set X UY necessarily linearly independent? Give a proof or counterexample. [Look at R3.]

(Another version of the Steinitz Exchange Lemma.) Let {x1,Xa2,...,%,} and {y1,y2,...,¥s} be linearly
independent subsets of a vector space V', and suppose r < s. Show that it is possible to choose distinct
indices 1,42, ...,4, from {1,2,..., s} such that, if we delete each y;, from Y and replace it by x;, the
resulting set is still linearly independent. Deduce that any two maximal linearly independent subsets of
a finite-dimensional vector space have the same size.

Show that any two subspaces of the same dimension in a finite-dimensional vector space have a common
complementary subspace. [You may wish to consider first the case where the subspaces have dimension
1 less than the space.]

Let V be a vector space over F, let W be a subspace. Show that there is a natural way in which
the quotient group V/W is a vector space over F. Show that if the dimension of V is finite, then the
dimension of V/W satisfies

dimV/W = dimV — dim W.

Let F), be the field of integers modulo p, where p is a prime number. Let V' be a vector space of dimension
n over F,. How many vectors are there in V7 How many bases? How many automorphisms does V'
have? How many k-subspaces are there in V7

Comments, corrections and queries can be sent to me at sax1@dpmms.cam.ac.uk.



